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Abstract

We study first-order optimization methods obtained by discretizing ordinary differential equations
(ODEs) corresponding to Nesterov’s accelerated gradient methods (NAGs) and Polyak’s heavy-ball
method. We consider three discretization schemes: an explicit Euler scheme, an implicit Euler scheme,
and a symplectic scheme. We show that the optimization algorithm generated by applying the symplectic
scheme to a high-resolution ODE proposed by Shi et al. [2018] achieves an accelerated rate for minimiz-
ing smooth strongly convex functions. On the other hand, the resulting algorithm either fails to achieve
acceleration or is impractical when the scheme is implicit, the ODE is low-resolution, or the scheme is
explicit.

1 Introduction

First-order optimization methods are ubiquitous in machine learning because of their implementational sim-
plicity and low cost-per-iteration complexity. In this paper, we consider unconstrained minimization prob-
lems:

min f(x), (1.1)

where f is a smooth convex function. The touchstone method in this setting is gradient descent (GD):
Tp1 =z — sV f(ag), (1.2)

where x is a given initial point and s > 0 is the step size. Whether there exist methods that improve on GD
while remaining within the framework of first-order optimization is a subtle and important question.

Modern attempts to address this question date to Polyak [1964, 1987], who incorporated a momentum
term into the gradient step, yielding a method that is referred to as the heavy-ball method:

Ykt1 = Tk — sV f(2k), Tpt1 = Ypt1 — a(xp — Tp—1), (1.3)
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where a@ > 0 is a momentum coefficient. While the heavy-ball method provably attains a faster rate of
local convergence than GD near a minimum of f, it generally does not provide a guarantee of acceleration
globally [Polyak, 1964].

The next major development in first-order methodology is due to Nesterov, who introduced first-order
gradient methods that have a faster global convergence rate than GD [Nesterov, 1983, 2013]. For a u-
strongly convex objective f with L-Lipschitz gradients, Nesterov’s accelerated gradient method (NAG-SC)
involves the following pair of update equations:

1—/us
Y1 = T — SV (k) Thp1 = Yot1 + ——— Ykt+1 — Ur) - (1.4)

14 /us

If one sets s = 1/L, then NAG-SC enjoys a O ((1 — i/ L)k> convergence rate, improving on the

(0] ((1 -/ L)k> convergence rate of GD. Nesterov also developed an accelerated algorithm (NAG-C) tar-
geting smooth convex functions that are not strongly convex:

Yet1 =Tk — SV (Tr),  Thy1 = Ypr1 + k_lf_?)(ykﬂ — Yk)- (1.5)
This algorithm has a O(L/k?) convergence rate, which is faster than GD’s O(L/k) rate.

While yielding optimal and effective algorithms, the design principle of Nesterov’s accelerated algo-
rithms (NAG) is not transparent. Convergence proofs for NAG often use the estimate sequence technique,
which is inductive in nature and relies on series of algebraic tricks [Bubeck, 2015]. In recent years progress
has been made in the understanding of acceleration by moving to a continuous-time formulation. In partic-
ular, Su et al. [2016] showed that as s — 0, NAG-C converges to an ordinary differential equation (ODE)
(Equation (2.2)); moreover, for this ODE, Su et al. [2016] derived a (continuous-time) convergence rate us-
ing a Lyapunov function, and further transformed this Lyapunov function to a discrete version and thereby
provided a new proof of the fact that NAG-C enjoys a O(L/k?) rate.

Further progress in this vein has involved taking a variational point of view that derives ODEs from an
underlying Lagrangian rather than from a limiting argument [Wibisono et al., 2016]. While this approach
captures many of the variations of Nesterov acceleration presented in the literature, it does not distinguish
between the heavy-ball dynamics and the accelerated dynamics, and thus fails to distinguish between local
and global acceleration. More recently, Shi et al. [2018] have returned to limiting arguments with a more
sophisticated methodology. They have derived high-resolution ODEs for the heavy-ball method (Equa-
tion (2.4)), NAG-SC (Equation (2.5)) and NAG-C (Equation (2.6)). Notably, the high-resolution ODEs for
the heavy-ball dynamics and the accelerated dynamics are different. Shi et al. [2018] also presented Lya-
punov functions for these ODEs and for their discretizations, and showed that these Lyapunov functions can
be used to derive the accelerated rates of NAG-SC and NAG-C.

This emerging literature has thus provided a new level of understanding of design principles for acceler-
ated optimization. The design involves an interplay between continuous-time and discrete-time dynamics.
ODEs are obtained either variationally or via a limiting scheme, and various properties of the ODEs are
studied, including their convergence rate, topological aspects of their flow and their behavior under pertur-
bation. Lyapunov functions play a key role in such analyses, and also allow aspects of the continuous-time
analysis to be transferred to discrete time [see, e.g., Wilson et al., 2016].

And yet the literature has not yet provided a full exploration of the transition from continuous-time
ODE:s to discrete-time algorithms. Indeed, this transition is a non-trivial one, as evidenced by the decades
of research on numerical methods for the discretization of ODEs, including most notably the sophisticated



arsenal of techniques referred to as “geometric numerical integration” that are used for ODEs obtained
from underlying variational principles [Hairer et al., 2006]. Recent work has begun to explore these issues;
examples include the use of symplectic integrators by Betancourt et al. [2018] and the use of Runge-Kutta
integration by Zhang et al. [2018]. However, these methods do not always yield proofs that accelerated
rates are retained in discrete time, and when they do they involve implicit discretization, which is generally
not practical except in the setting of quadratic objectives.

Thus we wish to address the following fundamental question:

Can we systematically and provably obtain new accelerated methods via the numerical discretization of
ordinary differential equations?

Our approach to this question is a dynamical systems framework based on Lyapunov theory. Our main
results are as follows:

1. In Section 3.1, we consider three simple numerical discretization schemes—explicit Euler, implicit
Euler, and symplectic Euler schemes—to discretize the high-resolution ODE of Nesterov’s accelerated
method for strongly convex functions. We show that the optimization method generated by symplectic

k
discretization achieves a O (1 —O(1)\/ 1/ L) rate, thereby attaining acceleration. In sharp contrast,
the implicit scheme is not practical for implementation, and the explicit scheme, while being simple,
fails to achieve acceleration.

2. Next, we apply the three simple Euler schemes to the high-resolution ODE of Nesterov’s accelerated
method for convex functions. Again, our Lyapunov analysis sheds light on the superiority of the
symplectic scheme over the other two schemes. This is the subject of Section 4.

3. In Section 3.2, we apply these discretization schemes to the ODE for modeling the heavy-ball method,
which can be viewed as a low-resolution ODE that lacks a gradient-correction term [Shi et al., 2018].
In contrast to the previous two cases of high-resolution ODEs, the symplectic scheme does not achieve
acceleration for this low-resolution ODE. More broadly, in Appendix D we present more examples of
low-resolution ODEs where symplectic discretization does not lead to acceleration.

Taken together, the three findings have the implication that high-resolution ODEs and symplectic schemes
are critical to achieving acceleration using numerical discretization. More precisely, in addition to allowing
relatively simple implementations, symplectic schemes allow for a large step size without a loss of stability,
in a manner akin to (but better than) implicit schemes. In stark contrast, in the setting of low-resolution
ODE:s, only the implicit schemes remain stable with a large step size, due to the lack of gradient correction.
Moreover, the choice of Lyapunov function is essential to obtaining sharp convergence rates. This fact is
highlighted in Section 2.4, where we analyze GD by considering it as a discretization method for gradient
flow (the ODE counterpart of GD). Using the discrete version of the Lyapunov function proposed in Su et al.
[2016] instead of the classical one, we show that GD in fact minimizes the squared gradient norm (choosing
the best iterate so far) at a rate of O(L?/k?). Although this rate of convergence in the problem of squared
gradient norm minimization is known in the literature [Nesterov, 2012], the Lyapunov function argument
provides a systematic approach to obtaining this rate in this problem and others.

2 Preliminaries

In this section, we introduce necessary notation, and review ODEs derived in previous work and three
classical numerical discretization schemes.



2.1 Notation

We mostly follow the notation of Nesterov [2013], with slight modifications tailored to the present paper.
Let F} (R™) be the class of L-smooth convex functions defined on R™; that is, f € F} if f(y) > f(z) +
(Vf(z),y — x) forall z,y € R™ and its gradient is L-Lipschitz continuous in the sense that

IVf(x) = Vil < Lilx—yll,

where || - || denotes the standard Euclidean norm and L > 0 is the Lipschitz constant. The function class
F2(R™) is the subclass of F1(R™) such that each f has a Lipschitz-continuous Hessian. For p = 1,2,
let S/’j 1+ (R™) denote the subclass of F7 (R™) such that each member f is y-strongly convex for some 0 <
p < L. Thatis, f € " (R")if f € FL(R") and f(y) > f(x) + (Vf(x),y — ) + & |ly — =|* for all
x,y € R™. Let 2* denote (a) minimizer of f(z).

2.2 Approximating ODEs

In this section we list all of the ODEs that we will discretize in this paper. We refer readers to recent papers
by Su et al. [2016], Wibisono et al. [2016] and Shi et al. [2018] for the rigorous derivations of these ODE:s.
We begin with the simplest. Taking the step size s — 0 in Equation (1.2), we obtain the following ODE
(gradient flow):

X = -Vf(X), 2.1

with any initial X (0) = xo € R™.
Next, by taking s — 0 in Equation (1.5), Su et al. [2016] derived the low-resolution ODE of NAG-C:
. 3.
X—i—;X—FVf(X):O, (2.2)

with X(0) = xo and X(0) = 0. For strongly convex functions, by taking s — 0, one can derive the
following low-resolution ODE (see, for example, Wibisono et al. [2016])

X +2/pX +Vf(X)=0 (2.3)

that models both the heavy-ball method and NAG-SC. This ODE has the same initial conditions as (2.2).

Recently, Shi et al. [2018] proposed high-resolution ODEs for modeling acceleration methods. The key
ingredient in these ODEs is that the O(y/s) terms are preserved in the ODEs. As a result, the heavy-ball
method and NAG-SC have different models as ODEs.

@lIffes i 1. (R™), the high-resolution ODE of the heavy-ball method is

X +2/pX + (1 + /ps)VF(X) =0, (2.4)
with X(0) = 20 and X(0) = _2\1[?7\;’%0)_ This ODE has essentially the same properties as its

low-resolution counterpart (2.3) due to the absence of V2 f (X )X .

(b) If f € . | (R"), the high-resolution ODE of NAG-SC is

X 42X +VsV2EF(X)X + (1 + us)VF(X) =0, (2.5)
with X (0) = ¢ and X (0) = —Q{fijgo)



(¢) If f € FZ(R"), the high-resolution ODE for NAG-C is

X + %X +VsV2F(X)X + <1 + 3;?) ViX)=0 (2.6)

for t > 3y/5/2, with X (31/5/2) = xo and X (3/5/2) = —/s5V f(z).

2.3 Discretization schemes

To discretize ODEs (2.1)-(2.6), we replace X by xp+1 — Tk, 1%4 by vi+1 — vk and replace other terms with
approximations. Different discretization schemes correspond to different approximations.

e The most straightforward scheme is the explicit scheme, which uses the following approximation rule:
T — ok = Vg, VsVEf(xp)op = Vf(wp) — V (@),
e Another discretization scheme is the implicit scheme, which uses the following approximation rule:

Tht1 — Tk = V/SUkt1, VeV f(@ps1)vks1 = VI (vp41) — VI(2k).

Note that compared with the explicit scheme, the implicit scheme is not practical because the update
of xy1 requires knowing vg1 while the update of vy requires knowing 1.

e The last discretization scheme considered in this paper is the symplectic scheme, which uses the
following approximation rule.

Tri1 — Tk = V50, VsV f(@ri1) vk = Vf(@r41) — VI (2).
Note this scheme is practical because the update of =1 only requires knowing vy.

We remark that for low-resolution ODEs, there is no V2 f(x) term, whereas for high-resolution ODEs, we
have this term and we use the difference of gradients to approximate this term. This additional approximation
term is critical to acceleration.

2.4 Warm-up: Gradient norm minimization via GD

As a warm-up, we revisit gradient descent for smooth convex functions, highlighting the ODE-based ap-
proach and the importance of Lyapunov functions in proofs. Our finding is the following theorem.

Theorem 2.1. Let f € F}(R"). Taking step size s = 1/L, the iterates {z}}?°, generated by gradient
descent (1.2) satisfy

o0

Y+ DIV @) < L2 oo — 2™ 2.7
1=0

This theorem directly implies that

min ||V f(x; 2 <
i [V ()] ST

2ﬁdw4MVﬂmw2_O(ﬁmm—ﬂP>
k - 2 )



which is known in the literature [Nesterov, 2012]. However, our result is stronger in the sense that the
O(L?/k?) rate does not imply (2.7).

To obtain this result, we use a Lyapunov function that is different from the standard analysis of gradient
descent, which uses the Lyapunov function £(k) = f(x3) — f(2*). This Lyapunov function yields the
O(L/k) convergence rate for the function value. For the squared gradient norm, however, this Lyapunov
function can only exploit the L-smoothness property that transforms the function value to the gradient norm,
giving the sub-optimal O(L?/k) rate, due to the absence of gradient information in this function. Our proof
below uses a different Lyapunov function.

Proof. We consider the following Lyapunov function

ER) = ks (f(ax) = FA) + 5 low — 2]

We remark that this is just the discrete version of the Lyapunov function constructed by Su et al. [2016].
The difference of this Lyapunov function satisfies

E(k+1) — E(k)
- <f<xk> — F@) 4 (b s (F(enn) = @) + 5 @en — o, 2k + o5 — 20%)
f( ) = (Vf(@r), ze — 27) + (k +1)s (Vf(k), Trg1 — 1)

} lnss —

1 (k+1)sL 1
7+7

= 1)+ 19 ()l

S

<=2 kD V@0

Summing over k and plugging in s = 1/L, we complete the proof. O

3 High-Resolution ODEs for Strongly Convex Functions

This section considers numerical discretization of the high-resolution ODEs of NAG-SC and the heavy-ball
method using the symplectic Euler scheme, explicit Euler scheme, and implicit Euler scheme. In particular,
we compare rates of convergence towards the objective minimum of the three simple Euler schemes and
the two methods (NAG-SC and the heavy-ball method) in Section 3.1 and Section 3.2, respectively. For
both cases, the associated symplectic scheme is shown to exhibit surprisingly close similarity with the
corresponding classical method.

3.1 NAG-sC
The high-resolution ODE (2.5) of NAG-SC can be equivalently written in the phase space as

X=V, V==2y/uV-VsVf(X)V -1+ us)Vf(X), (3.1)
with the initial conditions X (0) = z¢ and V' (0) = _2{;7&:?()) For any f € 82 (R"), Theorem 1 of Shi

et al. [2018] shows that the solution X = X (¢) of the ODE (2.5) satisfies

2|z — 2*||* _ v
—_—e 4
S

FX) = fl@") <

9



for any step size 0 < s < 1/L. In particular, setting the step size to s = 1/L, we get

FOX(1) = F(a*) < 2L mg — 2*|2e™ 5.

In the phase space representation, NAG-SC is formulated as

Tpy1 — T = /S0,

2./1xs 1+ /ps 3.2)
Vg4l — Vg = —1_7\/‘@”1&1 —Vs(Vf(zr1) = V() — 1~ s VsV f(zg11),
with the initial condition vy = —z*ﬁvifl%o) for any xg. This method maintains the accelerated rate of the

ODE by recognizing

5L ||z — *|?
flag) = f(a") < ;
(14 /p/L/12)F
(see Theorem 3 in Shi et al. [2018]) and the identification ¢ ~ k+/s.
Viewing NAG-SC as a numerical discretization of (2.5), one might wonder if any of the three simple
Euler schemes—symplectic Euler scheme, explicit Euler scheme, and implicit Euler scheme—maintain the
accelerated rate in discretizing the high-resolution ODE. For clarity, the update rules of the three schemes

are given as follows, each with the initial points x¢ and vo = — sV @)

T+/us

Symplectic scheme:

Tt1 — Tk = /50
Vg1 — Uk = —2¢/B8Vk41 — V8 (V (k1) — VF(ar) = Vs(1+ /5)V f (k41)-

Explicit scheme:

Tpy1 — Tk = /S0
U1 — Ok = —2y/psvg — /s (Vf(xp41) — V(ar) — Vs(1+ /us)V f ().

Implicit scheme:

Tp41 — Tk = \/E’Ukﬂ
Vp1 — Uk = —2¢/psVk41 — V8 (V (k1) — VF(ar) = Vs(1 + /us)V f (k41)-

Among the three Euler schemes, the symplectic scheme is the closest to NAG-SC (3.2). More precisely,
NAG-SC differs from the symplectic scheme only in an additional factor of 1_\1/13 in the second line of
(3.2). When the step size s is small, NAG-SC is, roughly speaking, a symplectic method if we make use of

% ~ 1. In relating to the literature, the connection between accelerated methods and the symplectic
s

schemes has been explored in Betancourt et al. [2018], which mainly considers the leapfrog integrator,
a second-order symplectic integrator. In contrast, the symplectic Euler scheme studied in this paper is a
first-order symplectic integrator.

Interestingly, the close resemblance between the two algorithms is found not only in their formulations,
but also in their convergence rates, which are both accelerated as shown by Theorem 3.1 and Corollary 3.2.



Theorem 3.1 (Discretization of NAG-SC ODE). Forany f € S ;lt 1 (R™), the following conclusions hold:
(a) Taking 0 < s < 4/(9L), the symplectic Euler scheme satisfies

I sL(2+(1+3ym8)%)  2u  1+yms  sLO+ms)\ Lo — 2|
(3.3)

(b) Taking 0 < s < 11/(100L?), the explicit Euler scheme satisfies
3 —2/us + us 2 1+ \/us 5\ "
o) = 1) < (ol gy 2 VY Ly —f? (1- Y5

244./us +2us L + 2

(c) Taking 0 < s < 1/L, the implicit Euler scheme satisfies

3—2\/us + ps ou 1+ s\ L|zo— z*|?
flxy) = f(27) < < Y A . > lzo ~ 2 Hk . (9
2 +4\/us +2us L 2 (1 \/;E)
T
Note that the Lyapunov function for the symplectic scheme used in the proof of (3.3) is
1 1 2
E(k) =1 lvgl1? + 1 [2vE(zh g1 — 2) + op + VsV ()
(14 /Bs)* s 2
1 —fl@*) - ———= - = . 3.6
(14 VES) (o) = ) = S S IVl (3.6)

The proof of Theorem 3.1 is deferred to Appendix B.1. The following result is a useful consequence of
this theorem.

Corollary 3.2 (Discretization of NAG-SC ODE). Forany f € S ;1; 1. (R™), the following conclusions hold:

(a) Taking step size s = 4/(9L), the symplectic Euler scheme satisfies

< BLlzo — 2|

flag) = f(@") < % (3.7
(5D
(b) Taking step size s = 11/(100L?), the explicit Euler scheme satisfies
Flaw) = fa*) < 8L o — oI (1 ) (8)
; = oI SOL/ '
(c) Taking step size s = 1/L, the implicit Euler scheme satisfies
13 ||lzo — 2*|)°
Flaw) — fla) < ST (.9

-
1(1+1/%)

In addition, Corollary 3.2 shows that the implicit scheme also achieves acceleration. However, unlike
NAG-SC, the symplectic scheme, and the explicit scheme, the implicit scheme is generally not easy to use in
practice because it requires solving a nonlinear fixed-point equation when the objective is not quadratic. On
the other hand, the explicit scheme can only take a smaller step size O(y/L?), which prevents this scheme
from achieving acceleration.



3.2 The heavy-ball method

We turn to the heavy-ball method ODE (2.4), whose phase space representation reads
X=V, V= —2/uV — (14 us)VF(X), (3.10)

with the initial conditions X (0) = xo and V' (0) = —2\1[‘(1?7\2%0). Theorem 2 in Shi et al. [2018] shows that
the solution X = X (¢) to this ODE satisfies

< Tllzo —a|® v

X(t)) — *
P () — fa) < T ,
for f € Si, 1 (R™) and any step size 0 < s < 1/L. In particular, taking s = 1/L gives

< 7L ||xo — iL‘*H2e N

FX() = flat) < -
Returning to the discrete regime, Polyak’s heavy-ball method uses the following update rule:

Tp1 — T = /50,
2 1
e L0 A

= s T s

which attains a non-accelerated rate (see Theorem 4 of Shi et al. [2018]):

Vk+1 — Uk =

< BL o — 2|

flag) — f(a®) <
' (14 4t)F

The three simple Euler schemes for numerically solving the ODE (2.4) are given as follows. Every

scheme starts with any arbitrary zg and v9 = _2¢sV/@0) - A in the case of NAG-SC, the symplectic

1+\/1s

3.11)

scheme is the closest to the heavy-ball method.

Tkl — Tk = NES

Symplectic:
{ Vg1 — Uk = —23/180k11 — VS(1 + /1s)V f (2g41).

Tpy1 — Tk = /S

Explicit:
{ Vg1 — Vg = —2\//31% = \/g(l S \//E)Vf(mk)

Tpy1 — Tk = V/SUk11

Implicit:
{ Vg1 — Uk = —2¢/118041 — VS(1 + /us)V f (2p41).

The theorem below characterizes the convergence rates of the three schemes. This theorem is extended
to general step sizes by Theorem B.1 in Appendix B.2.

Theorem 3.3 (Discretization of heavy-ball ODE). For any f € S ;lL 1. (R™), the following conclusions hold:

9



(a) Taking step size s = u1/(16L?), the symplectic Euler scheme satisfies

_ 3Lz — "

flzr) = f@") < % (3.12)
(1+ 16z)
(b) Taking step size s = yu/(36L?), the explicit Euler scheme satisfies
Flaw) — (a*) < 3L mo — o) (1= 222) (313
g = 0 A8L) '
(c) Taking step size s = 1/L, the implicit Euler scheme satisfies
15L ||lzo — ||
Flaw) - fla) < DER Z 2 G.14)

(1)

Taken together, (3.11) and Theorem 3.3 imply that neither the heavy-ball method nor the symplectic
scheme attains an accelerated rate. In contrast, the implicit scheme achieves acceleration as in the NAG-SC
case, but it is impractical except for quadratic objectives.

4 High-Resolution ODEs for Convex Functions

In this section, we turn to numerical discretization of the high-resolution ODE (2.6) related to NAG-C. All
proofs are deferred to Appendix C. This ODE in the phase space representation reads [Shi et al., 2018] as

follows:
. . 3 3
X =V, V:—t-V—\/EVQf(X)V—<1+f> VI(X), 4.1)
with X (3y/s/2) = zp and V(34/s/2) = —+/sV f(xo). Theorem 5 of Shi et al. [2018] shows that Let
f € F}(R™). For any step size 0 < s < 1/L, the solution X = X (t) of the high-resolution ODE (2.6)
satisfies
(4 + 3sL) ||z — 2*||

t(2t + \/s)

*[2 7
it [V (x(u)? < P20 e
to<u<t 2/s (t3 - to)
for any t > to = 1.54/s. A caveat here is that it is unclear how to use a Lyapunov function to prove
convergence of the (simple) explicit, symplectic or implicit Euler scheme by direct numerical discretization
of the ODE (2.2). See Appendix C.2 for more discussion on this point. Therefore, we slightly modify the
ODE to the following one:

f(X) = f(z") <
“4.2)

X =1V, V:—%V—\/Ev2f(X)V— <1+3\t/§> V(X). (4.3)

The only difference is in the third term on the right-hand side of the second equation, where we replace
(1 + 35? ) Vf(X) by (1 + 3\t/g) V f(X). Now, we apply the three schemes on this (modified) ODE in the
phase space, including the original NAG-C, which all start with z¢g and vg = —+/sV f(xg).

10



Symplectic phase-space scheme (the original NAG-C):
Tp41 — Tk = V/sug,
3 3
Ukt~ Uk =~ Ukt Vs (Vf(zri1) = V() — Vs (1 + k+1> Vf(@gs1)-
4.4)
Explicit phase-space scheme:
Tpt1 — Tp = V/5Uk
3 3 4.5)
Uit = vk = =50k = V5 (VS (anr) = VH@) = v5 (14 2) V(o)
Implicit phase-space scheme:
Th+1 — T = \/§0k+1
3 3
Ukl = U = =7 Ukl = Vs (Vf(@r1) — Vi(zr) — Vs <1 + k—l—l) Vf (k1)
(4.6)
Theorem 4.1. Let f € F1 (R™). The following statements are true:
(a) For any step size 0 < s < 1/(3L), the symplectic (original) NAG-C (4.4) satisfies
oy < W9 lmo —at® 2 _ 8568 [lzo — a*|”
Fla) = fa7) € =0 min VS|P < g @7

(b) Taking any step size 0 < s < 1/L, the implicit NAG-C (4.6) satisfies

3sL +2) ||zg — 2*|? 3sL + 2) ||zo — 2|2
(3sL +2) g — | IIVf(:ci)H2<(S +2) [Jzo — 2|

flag) = f(@%) < s(k+2)(k+3)  o<i<k - s?(k+1)°

(4.8)

Note that Theorem 4.1 (a) is the same as Theorem 6 of Shi et al. [2018]. The explicit Euler scheme (4.5)
does not guarantee convergence; see the analysis in Appendix C.1.

5 Discussion

In this paper, we have analyzed the convergence rates of three numerical discretization schemes—the sym-
plectic Euler scheme, explicit Euler scheme, and implicit Euler scheme—applied to ODEs that are used
for modeling Nesterov’s accelerated methods and Polyak’s heavy-ball method. The symplectic scheme is
shown to achieve accelerated rates for the high-resolution ODEs of NAG-SC and (slightly modified) NAG-C
[Shi et al., 2018], whereas no acceleration rates are observed when the same scheme is used to discretize the
low-resolution counterparts [Su et al., 2016]. For comparison, the explicit scheme only allows for a small

11



step size in discretizing these ODEs in order to ensure stability, thereby failing to achieve acceleration.
Although the explicit scheme is proved to yield accelerated methods no matter whether high-resolution or
low-resolution ODEs are discretized, this scheme is generally not practical except for a limited number of
cases (for example, quadratic objectives).

We conclude this paper by presenting several directions for future work. This work suggests that both
symplectic schemes and high-resolution ODEs are crucial for numerical discretization to achieve acceler-
ation. It would be of interest to formalize and prove this assertion. For example, does any higher-order
symplectic scheme maintain acceleration for the high-resolution ODEs of NAGs? What is the fundamen-
tal mechanism of the gradient correction in high-resolution ODE in stabilizing symplectic discretization?
Moreover, since the discretizations are applied to the modified high-resolution ODE of NAG-C, it is tempt-
ing to perform a comparison study between the two high-resolution ODEs in terms of discretization prop-
erties. Finally, recognizing Nesterov’s method (NAG-SC) is very similar to, but still different from, the
corresponding symplectic scheme, one can design new algorithms as interpolations of the two methods; it
would be interesting to investigate the convergence properties of these new algorithms.

Acknowledgments

W. J. S. was supported in part by the NSF via grant CCF-1763314. M. L. J. was supported in part by the
Mathematical Data Science program of the Office of Naval Research under grant number NO0O14-18-1-
2764.

References

Betancourt, M., Jordan, M. 1., and Wilson, A. C. (2018). On symplectic optimization. arXiv preprint
arXiv:1802.03653.

Bubeck, S. (2015). Convex optimization: Algorithms and complexity. Foundations and Trends in Machine
Learning, 8(3-4):231-357.

Hairer, E., Lubich, C., and Wanner, G. (2006). Geometric numerical integration: structure-preserving
algorithms for ordinary differential equations, volume 31. Springer Science & Business Media.

Nesterov, Y. (1983). A method of solving a convex programming problem with convergence rate O(1/k?).
Soviet Mathematics Doklady, 27(2):372-376.

Nesterov, Y. (2012). How to make the gradients small. Optima, 88:10-11.

Nesterov, Y. (2013). Introductory Lectures on Convex Optimization: A Basic Course, volume 87. Springer
Science & Business Media.

Polyak, B. T. (1964). Some methods of speeding up the convergence of iteration methods. USSR Computa-
tional Mathematics and Mathematical Physics, 4(5):1-17.

Polyak, B. T. (1987). Introduction to optimization. Optimization Software, Inc, New York.

Shi, B., Du, S. S., Jordan, M. L., and Su, W. J. (2018). Understanding the acceleration phenomenon via
high-resolution differential equations. arXiv preprint arXiv:1810.08907.

12



Su, W., Boyd, S., and Candes, E. J. (2016). A differential equation for modeling Nesterov’s accelerated
gradient method: theory and insights. Journal of Machine Learning Research, 17(153):1-43.

Wibisono, A., Wilson, A. C., and Jordan, M. L. (2016). A variational perspective on accelerated methods in
optimization. Proceedings of the National Academy of Sciences, 113(47):E7351-E7358.

Wilson, A. C., Recht, B., and Jordan, M. L. (2016). A Lyapunov analysis of momentum methods in opti-
mization. arXiv preprint arXiv:1611.02635.

Zhang, J., Mokhtari, A., Sra, S., and Jadbabaie, A. (2018). Direct Runge—Kutta discretization achieves
acceleration. arXiv preprint arXiv:1805.00521.

13



Appendix A: Gradient Flow

A.1 Convergence rate of gradient flow
The following theorem is the continuous-time version of Theorem 2.1.15 in Nesterov [2013].
Theorem A.l. Let f € Si’ 1 (R™). The solution X = X (t) to the gradient flow (2.1) satisfies
IX — 2| < e™H flag — 2]
Proof. Taking the following Lyapunov function
&=|X -,

we calculate its time derivative as

dé

E:2<X,X—x*>

= —2(Vf(X), X —z7)
< -2u )X —2*|?.
Thus, we complete the proof.

The theorem below is a continuous version of Theorem 2.1.14 in Nesterov [2013].
Theorem A.2. Let f € F}(R"). The solution X = X (¢) to the gradient flow (2.1) satisfies
(f(x0) = (&) [lwo — 2*||?
t (f(wo) = f(a*)) + [lwo — ||

Proof. The time derivative of the distance function is

fFX) = fa7) <

d X2 ¥ ok
Slx—a _2<X,X x>
= —2(Vf(X), X — %)
<0.

We define a Lyapunov function as
&= f(X) - f(z").
With the basic convex inequality for f € F}(R™), we have
fFX) = @) <(V(X), X = a%) < [[VAX)| [Jzo — 27 -
Furthermore, we obtain that the time derivative is

dé

= (V0. X) =~ IVFX)? < -

(f(X) = f(@))* _ £

lzo — 2| lzo — @[>

Hence, the convergence rate is

(f (o) = f (")) llzo — =*|* .
t(f(xo) = f(2*)) + [|lzo — |

f(X) = f(@*) <
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The following theorem is based on the Lyapunov function for gradient flow (2.1) in Su et al. [2016].

Theorem A.3. Let f € F} (R"). The solution X = X (¢) to the gradient flow (2.1) satisfies

oy < oo — |
70 = ) < O

. 2 ”370_‘75*“2
min ||V f(X < —
Join [IVAX )" < =3

Proof. The Lyapunov function is
1
€ =t(f(X) = f@@) + 5 |IX —a”|*.

‘We calculate its time derivative as

00— 1) 1 (VA X) + (X -0t X)
= f(X) = f(a*) = (VA(X), X —a*) = t||VF(X)]5
< —t|[ VA
Thus, we complete the proof. O

A.2 Explicit Euler scheme

The corresponding explicit-scheme version of Theorem A.1 is just Theorem 2.1.15 in Nesterov [2013]. We
state it below.

Theorem A.4 (Theorem 2.1.15, Nesterov [2013]). Let f € Szi, . (R™). Taking any step size 0 < s <
2/ (1 + L), the iterates {x} -, generated by GD satisfy

2uls
o =17 < (1 2255 g = 27 .

In addition, if the step size is setto s = 2/(p + L), we get
L—p ? 2
ap — P < (Z—=) @ — ¥
o= a'1? < (752) lleo =]

This proof is from Nesterov [2013]. The only conceptual difference is that we use the Lyapunov function
E(k) = llar, — "I,

instead of the distance function rj, in Nesterov [2013].
The corresponding explicit version of Theorem A.2 is Theorem 2.1.14 in Nesterov [2013]. We also state
it as follows.

Theorem A.5 (Theorem 2.1.14, Nesterov [2013]). Let f € F} (R"). Taking any step size 0 < s < 2/L,
the iterates {xy },- , generated by GD satisfy

flax) = fa") < 2 (f(x0) — f(2*)) |0 — =]

. A.l
= Slwo — 27 + ks(2 - Ls) (J(z0) — Fa") (A-D
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In addition, if the step size is set to s = 1/L, we get

— 1~ 2
o) — s < 2l =]

Again, the from Nesterov [2013] is the use of the Lyapunov function £ (k) instead of r. Finally, we
show the corresponding discrete version of Theorem A.3, which completes Theorem 2.1. Note that the proof
is shown in Section 2.4.

(A2)

Theorem A.6. Let f € F](R™). Taking any step size 0 < s < 1/L, the iterates {x}7>, generated by
GD satisfy
_ llzo— 2P

flzp) = f(2") <

2§im _x*||2 (A.3)
in |V f(z)|? < 0 .
Oglilélk‘ || f(xl)H — 82(k‘ + 1)(k + 2)
In addition, if the step size is set s = 1/L, we have
Ll||lzg — x* 2
f(xk) — f(z¥) < H2k||
(A4

: o _ 2L |y — ||
NF < V.
0<i<k IVFGa)ll" < (k+1)(k+2)
A.3 Implicit Euler scheme

Next, we consider the implicit Euler scheme of the gradient flow (2.1) as

Ty = 2 — sV f(Tp41), (A.5)
with any initial g € R™. The corresponding implicit version of Theorem A.1 is shown as below.
Theorem A.7. Let f € S li . (R™), the iterates {x}, }?° , generated by implicit gradient descent (A.5) satisfy
1
|z — 2| < ——— - llzo — 27| . (A.6)
(14 ps)

In addition, if the step size s = 6/u, where 6 > 0, we have

N 1

Proof. The Lyapunov function is
E(k) = [y, — |
Then, we calculate the iterate difference as
E(k+1) = E(k) = |lzpsr — | — law — =¥
= (Tl — Tk, Tha1 + Tp — 227)
= =25 (Vf(zpi1) opp1 — 2°) — 7 |V f @)
< — (2us + p?s?) E(k + 1).

Hence, the proof is complete. O
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Next, we show the implicit version of Theorem A.2 as follows.

Theorem A.8. Let f € F}(R"). The iterates {x};}3° , generated by implicit gradient descent (A.5) satisfy

(1+ Ls)* (f(w0) — f(a*)) [0 — 2*||?

flzg) — f(2) < . (A.8)
(1+ Ls)? |lwo — 2*|* + ks (f(w0) — f(a*))
In addition, if the step size is set to s = 6/ L, we have
L||xg —z*
flow) — fat) < 212 (a9)
+ O+5+2

Proof. Note that the distance function ||z, — 2*||* decreases with the iteration number k as
|z —a*|* =l — 2| = =28 (Vf (2p41), 21 — %) = 87|V f (@) I

< —s (i + 5> IV £ (@1 ||

<0.
With the basic convex inequality for f € F}(R"), we have

f@pir) = F(@) < (Vf(@k41), 2o — ) SV (@) - [lzo — 27|

Now, the Lyapunov function is defined as

E(k) = flax) — f(7).
Then we calculate the difference at the kth-iteration as
E(k+1) = E(k) = (f(zpr1) — f(2) = (f(@k) — f(27))
(Vf(@ps1)s Toy1 — zp) — g [l

—s (145 VAP

Y

A\

Vv

—2Ls (1 + I;) Ek+1)

and
E(k+1) = E(k) = (f(xrr1) — f(x7)) = (f(zx) — f(27))
<V (@k+1); Tht1 — Tk)
= s |V f(ze)]

E(k+1)?
_8.7*'2
|zo — H2
Ek+1) Ek)E(k+1T)
S —8 - . 5
E(k) |zo — ||
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s E(k)E(k +1)
< - 5 .
(L4 Ls)*  lzg — |

Hence, the convergence rate is given as

(1+ Ls)* (f(x0) = f(2*)) [0 — 2*||?

flze) — f(2") < (14 Ls)?||wo — 2*||* + ks (f(zo) — f(a*))

Finally, we present the implicit version of Theorem A.3.
Theorem A.9. Let f € F] (R™). The iterates {x }7° , generated by implicit gradient descent (A.5) satisfy
2
U
flaw) = flat) < 10

. 2 2||xo —x
. < .
2in V@™ s G vm+

e (A.10)

In addition, if the step size is set to s = 1/L, we have
Lo — z*|*
2k

. o 2L%|zg — 2*|?
P < T — L
omin [V £(za)ll” < (k+ 1)k +2)

flag) = f(z¥) <
(A1)

Proof. The Lyapunov function is

E(k) = ks (Fai) — F(a) + 5 lloe — *[.
Then, we calculate the iterate difference as
E(k+1) — E(k)
(f(@ps1) — F(@) + ks (f(wpg1) — f(2p)) + % (Tht1 — T, T + T — 227)
(f (@rs1) = F(@") = (Vf(@ps1), Th41 — 27))

1
+ ks (Vf(Tgs1), Thr1 — ) — 5 [Ea—

1

1
<_2(_ 1 1 2
<= (g b+ 3 ) IV el

I
V2)

IN
w

2

s
2

IN

(k+ 1) IV fars)]

Hence, the proof is complete. O
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Appendix B: Proofs for Section 3

B.1 Proof of Theorem 3.1

(a) The Lyapunov function is
1 2, 1 N 2
E(k) =1 [|vkll” + 1 [2v/E (g1 — 2) + op + VsV f (1)

S 2 S
(1 V) (o) £57) = S IV @)

With the basic inequality for f € S i (R™)

f@ra) = Flan) <V (@r41), Tosr — zi) — i 7 IVF(@hrr) = VE@)l?,
then the iterate difference can be calculated as
5(k L) E(R)
(Ut = Vs Vet + 06) + (1 y758) (F (1) — Fan)

4
b Bl — m) + vker — v+ VE (Y f(rar) — V()
2/H (Thgo + Tog1 — 227) + v + vk + VS (VS (2ps1) + VI (zk)))
- (19 Sl - 197 0)
<~V o = s (9 ) = V). )
ST a7 1T F ) = V@I + 5 g (9 fwen) = V@), VS )
- NI 19 ), v)  + oies ol

(U V) VAT Fpan) o) — Y 9 ) — V)

+ % (=1 + VEs)VsV f(@rr1), (14 2y/08) ver + 2y/0(ap1 — 2%) + VsV f(2r41))
3 Vi s 195 ) = 5 (IVF )l = IV F)l?)

Vs (Jlowal* + (04 Vi) (V (i) 2 = )

— 5 (4 ) [V (9 (@), (14 2/58) v — i) + 5 [V F(onn)|?]

/s s 14 s
_2(14—7\//78)<Vf($k+1> _Vf(xk)avk>+§ 1+2/us
1

= (ks = oull2 201+ V)5 (9 (@), oner — ) + (14 Vi) s 95 (pe) |

(Vf(rr1) = V(zr), VI(re1))
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1 (”Wﬁ_ 8 )|Vf($k+1)—vf($k:)”2

2 L 1+2,/us
(14 /ps)* s

“ s 3 (9@l = 1V

Noting the following two inequalities

& [k = el 200 VSV (Y F i), vk — ) + (L Vi) [V F ()]
= o — v+ (4 VE) VAV G| <0,
and
5 (4 V8) [VB (V7 @), (1 23/8) s — i) + 59 (i)
= 5 (14 Vi) [V5 (VS (ki) ~V3 (V) = V() — Va1 + V)V fnn)|
51V flpsn) ]

1
(L + Vhs) s (Vf(@re1) = Vflzn), V(@) + 5vms (1+ Vus) s IV f (zs2) I,
we see that the iterate difference is

Elk+1) = £(k) < =555 [[vrsal” + (1 + vizs) (VS @rrn) aren —a*) = 2 [V @)l |
- 2(1—1—1\//73) (Vf(@kt1) = V), p1 — zx)
S 2
# L s (9 000). Vi) = VS0
1 /1+/us S
2 < L 1+2ypms
S 2 S
- 5 (19l = 197 )
< VIS [Jopsall” + (1 + ViEs) ((Vf@rin)swiin = 2% = 5 IV @rin)I) |
- 2(1_:\/@ (Vf(@p+1) — VI(@k), Tpt1 — zx)
1 1 (1+ms)? 1+ /ps
T3 (14—2\//E+ 1+2y@s  Ls

Furthermore, taking the basic inequality for f € S ; L(R™)

DN

) 19 Fann) — V()|

) S|V Fann) - V@]

1
(VI(@ra1) = Vfzn), 2per = an) 2 7 IV (@ra1) = Vi (aw)l?,
the iterate difference can be calculated as

E(k +1) = E(k) < ~V/as [lown I + (1 + vizs) (VF(ara)zisn =) = 5 [V @)l
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2425 + ps
2 (1+2/ps)

Next, we consider how to set the step size s. First, when the step size satisfies s < 1/L, we have

Elk+1) = E(k) £ = Vs | [owal® + (4 v/is) (VS (wasa)s wn —2%) = 5 [VF@ren)I) ]

<2 ; S) IV f(2ps1) = Vf(2p)]

Noting the basic inequality for f € S ;i L(R™)

Flo) = F@*) < (V)i — 2 = 57 1V fGra)l,
the iterate difference can be obtained as
E(k+1) = E(k) < —yis [(Flasn) = F@*) + lopsa |2+ & g — 27|
Vi (F(oe) = £@) = S IV F @) )]
Furthermore, using the Cauchy-Schwarz inequality

|2V (21 = %) + 0+ VYV F(an)||* = 2V = 2) + (1 + 2yE8)0p + VsV f (@)
<3 (4pllog — 2" + (14 2v/5)2 lorll” + sV £ ) )

and the following basic inequality for f € S ;1; L(R™)

3s (1+/ps)? s Ls N s>
T IV £ (@) ||” — 1+ 275 '3 IV f(z)]]” < -5 (f(zg) — f(z¥)) - m IV £ (@il

the Lyapunov function satisfies

09 < (14 v+ 5 ) () = 1)+ (1435 + 3 P

o =P 5 () = S = S IV @)

Therefore, when s < 4/(9L), the iterate difference for the Lyapunov function satisfies
Ek+1) —E(k) < ——VGMSS(k: ).
Hence, the proof is complete.

(b) The Lyapunov function is

£(K) = ¢ el + + [2ax — o) + v + VAV F(n) [P+ (L4 Vi) (flaw) — £(2")).

With the basic inequality for f € S} ; (R™)
L 2
F@ien) = fae) < (Vf(an) aemn = ax) + 5 ek — zell”
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we can calculate the iterate difference

E(k+1) — £(K) = § (Wt — v, v+ 08) + (L4 V/38) (F i) — F(i)

+ i 2V @pg1 — ) + Vi1 — vk + V5 (Vf (es1) — V()
2/ (Thy1 + ok — 207) + o1 + ok + Vs (V(p41) + V(1))

[

1
< = (g1 — Uk, V) + ||Uk+1 — ||

(14 y79) (<Vf<xk> it =) + 5 e = il

\)

s Lt VAV (o), 2B — ) + o + VAV f ()
T SRV ENa e §
= i ol — 5 (VF(wkar) — V), ain — )
43 l12Visos + V3 (Vi) = V() + V5 (4 s) V)|
n w g ||* — ﬁ@ +/s) (Vf(zg), xp, — 27)
Vi) f) I @)l + 5 (Lt i) s [ £

Using the Cauchy-Schwartz inequality

12/50% + V5 (V f (wh41) — V. (2r) + /5 (1 + is) V f ()]
< 12ps ||| + 35 |V f(wr41) — VF(@p)]|* + 35 (1 + Vis)? |V £ (o),

the iterate difference for the Lyapunov function can be calculated as
s
Elk+1) = £(k) < —y/is ([lurl + (1 + Vis) (T (), op — 27) + 5 [V 1 () )
1 3s
-5 (Vf(@ps1) = V(2r) Tpi1 — zp) + — ||Vf(93k+1) — V()|

(s 4 LY +[<1+r> ~ 5| sIvsa@IP,

Furthermore, combined with the basic inequality for f € S, ! L(R”)

{ IV f(zrs1) = VF@i)|* < LAV f(@r1) = VF(@n) @ — @)
IV f(n)|* < LAV f(a), 2 — 27,

the iterate difference for the Lyapunov function can be calculated as

£k +1) — £(k) <~V (gl + (14 i) (Vo) — %) + 3 97 (@) P)

22



[\)

L
(1+ \/ps)sL
- (7 s = R e

) [\/,E(H\/E) _<1+\ﬁ> (1+/ps) s

_<1 38)\|Vf(xk+1) V()|

%

IV f (@)

2L

Simple calculation tells us when the step size satisfies s < 11/(100L?), we have

£+ 1) — £08) < Y2 (Jluul> + (14 i) (9 f () i — ) + S 9 )
Furthermore, taking the Cauchy-Schwartz inequality
|2V (@ss = 2%) + o+ V5V S @) [P <3 (4w = @I + ol + 5 197 () )
we can obtain the final estimate for the iterate difference
Ek+1)—E(k) < —@S(k).

Hence, the proof is complete.

(c) The Lyapunov function is
1 1 2
E(k) = 1 o> + 1 12v/m(xr — 2%) + vp + VsV f () ||” + (1 + /us) (f(ar) — f(2¥)).
With the Cauchy-Schwartz inequality
2
|29/ (i — ) + o+ VEV L) |* <3 (43l — 2+ lowl + 5 195 ) 2)
and the basic inequality for f € S}  (R")
f(@rer) = f(ar) <V (@pt1), o1 — k)
J@) 2 flan) + (Vf(@na), o = oe) + 5 o -2
(Vf(xpi1) — VI(@r), 2ee1 — ax) > pllaggn — zp)* > 0,
we can calculate the iterate difference

3 (0t = vkt + 00 (1 V) (F (@s1) — f(o)
+ % 2y — k) + vpr1 — vk + Vs (Vf(wp11) = V(1))

21 (Tps1 + 2 — 22%) + Vg1 4+ vk + VS (VF(@ps1) + Vi(zr)))

Ek+1)—Ek) =

< ; (U1 — Ok, Vk41) + (1 + V/BS) (VI (k1) Thy1 — k)

A0 VEWEY (k1) 2y (s — %) + v + VAV ()
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— 3y — P = 1+ V) VY )|
< Va5 (sl + (L4 V/iS) (VI (1), 2 = 27) + 5 [V @) )

1 s
-3 (Vf(@ps1) = Vf(@k), k1 — k) — 5 IV f (@g10)|®
< ——sté’(k +1).
Hence, the proof is complete.

B.2 Proof of Theorem 3.3

Here, we first describe and prove Theorem B.1 below. Then we complete the proof of Theorem 3.3 by
viewing it as a special case of Theorem B.1.

Theorem B.1 (Discretization of heavy-ball ODE). Forany f € § ; 1 (R™), the following conclusions hold:

(a) Taking 0 < s < uu/(16L?), the symplectic Euler scheme satisfies

(3+8/ms+8us)sL  2u 1+ /us\ Lz — z*|
(14 /13)? + L * 2 vis\F
v (1+4°)

fag) — f(@*) < < (B.1)

(b) Taking 0 < s < u/(36L?), the explicit Euler scheme satisfies

1 k
o =16 < (s + 2+ E Y o (1-5) . o)

(c) Taking 0 < s < 1/L, the implicit Euler scheme satisfies

fxg) = f(@*) < <3$L+2M+1+\/ﬁ> LHxO_w*H’j'
()

1+ ms)? L 2 (B.3)

Proof of Theorem B.1

(a) The Lyapunov function is

£(k) = ¢ Ioell® + § 12es — ) + vl + (14 V) (Fox) — F(a)
With the Cauchy-Schwartz inequality
2y/awr — 2%) + oell? < 2 (4 — 7 + llowl?)
and the basic inequality for f € S} | (R")

frr) = flzr) <AV (@h41), Toar — k)
@) 2 J(@e) + (Y @r),a* = w) + 5 Jai -2,
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then we can calculate the iterative difference

E(k+1) — £(R) = § (Wt — v, v+ 08) + (L4 V/38) (F (i) — £ (i)
4 i (211 — Tk) + Vst — Vs 2T s1 + Th — 207) + Vpy1 + O8)
< 5 ks — v o) + (14 VD) (Y (k00), 21 — )
b3 VIR~ 31) Uit — v 2 (k1 — 2) F vks)
— 7 s — vl = 2Rk — ) + v — el
< V5 |lowsa | + (14 Vi) (V (@), ougs = a)]
< — Vs | [oell” + (L4 Vi) (F@) = £@*) + & awss — )]
< —@5(“ 1).

Hence, the proof is complete.

(b) The Lyapunov function is
E(k) = ¢ Iloell® + § 12Ces — ) + gl + (14 V) (Fex) — F(a)
With the Cauchy-Schwartz inequality
l2vi(er — 2*) + vpl” < 2 (4l — &I + lorll”)

and the basic inequality for f € S} | (R")

Flaren) = (o) < (VF(r), zin — 2 + 5 ok — o)

F@*) 2 fnsn) + (T (@nen), 2 = o) + 5 0" =zl
then we calculate the iterative difference

Vg1 — Uk, Ukt 1 + V) + (14 /18) (f (zpy1) — f(zp))

—~

E(k+1)—E(k) =

+ e

2y Try1 — ) + Vrg1 — Ok, 20/ 1(Tp g1 + TR — 227) + vpy1 + k)
(1 + ,/us) L
2

| =

Va1 — O, o) + (14 /8) (Vf (2r), 21 — ap) + ~——5—— |1 — 2

—~

1
< Z
-2
+ = Vu(Tps1 — k) + Vkp1 — Vg, 2¢/(x — 2F) + k)

— N =

1
+7 [vks1 — vel|* + 1 12¢/f(Ths1 — k) + Vg1 — gl

< v/ (k]2 + (14 V/is) (Vf (i) o — 7))
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LUV RS g2 2 i+ 9 1@l + 2 19 S
< VI (g 4+ (o) - f(sc*>+5ua:k—x*||)
- viE <\ka2 + L) Wf(mu?)

+s<2u+ (1+r)>‘ 2+ 219 )P

Since p < L, then the step size s < ju/(36L?) satisfies it. Hence, the proof is complete.

(c) The Lyapunov function is constructed as
1 1
Ek) = lve 1 + 1 12vi(eea —a%) + il + (1 + V/is) (f (zx) = f(a¥))
With Cauchy-Schwartz inequality
12v/E(@1 = %) + opl® = 12v/A(z — 2%) + (1+ 2¢/s)or |
<2 (4pllop - 2> + (4 2v/58)2 ol )

and the basic inequality for f € S [ll, L(R™)

1
fwr) = f(an) <AV F(onn) aren = ax) = 57 IV (@r1) = V)
J@) 2 J @) + (VF(@rin), ot = ) + 5 o = aipl®,
then we calculate the iterative difference

E(k+1) = Ek) = ~ (Vg1 — Vks Vrg1 +vx) + (1 + /ps) (f (zry1) — f(ar))

1
1 2Vi(Trt2 = Tpg1) + Vk1 — Vi, 2/ @k42 + Tip1 — 227) + Vi1 + k)

1 2
(Vkt1 — Uk, V1) — 2 kg1 — vkl

l\D\H + »MH

+ (1 +v/ps) (Vf(xp41), Thy1 — k) — ( J;zﬁ) IV f(zht1) — V()|

45 (V5 (Lt VE) V (i), 2y (o — ) + o)
_ % Vs (1 + /i8) V f (@) ||
< =i (logsa I + (1 + Vi) (9 f (241), wx11 — 27 )

_ \/5(1;\//78) (Vf(xps1), (14 2/ps)vg41 — k)

1
; ("'QL//TS) IVf (@) = V@) = i [vk1 — ve + \/gvf(xk-‘rl)HQ
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< VB ol 4 (4 V) (i) = )+ o -]

(Lt vms) Y ) [3VS (f@r1) = F(@%) = 25 [V f () 7]

Since ;1 < L, then the step size s < u/(16L?) satisfies it. Hence, the proof is complete with some
basic calculations.

Appendix C: Technical Analysis and Proofs for Section 4

C.1 Technical details for numerical scheme of phase-space representation

Proof of Theorem 4.1 (b) The Lyapunov function is constructed as

E(k) = 5 (k+2) (h+3) (F(w) — F) + 5 1200k —2°) + (k + DV (v + V3V F i) |
With the basic inequality for f € F} (R")
{ f(@e41) — f(@k)
f(@rs1) = f(2”)
we can calculate the iterative difference as
E(k+1) —E(k)
= s(k+2)(k+3)(f(zr1) — f(z)) + 52k +6) (f(zr41) — f(27))
+ % (2(@ps1 — zk) + Vs(k +2) (ves1 + VsV f(zhr1)) — Vs(k + 1) (vi + VsV f(zy))

2(zpy1 + o — 227) + \/g(k? +2) (vk+1 + \/§Vf($k+1)> + \/g(k‘ +1) (vk + \/§Vf(xk))>
s(k+2) (k+3) (f(zrs1) — f(2r) + 5 2k +6) (f(2r41) — f(27))
(5 (b 3) V1), 201 — 27) + V3 +2) (01 + V3V f(apen)

(k+3)* |V f(zrs1) ]

(Vf(@rs1), The1 — o)
<Vf($k+1), Tlt+1 — l‘*> )

VANVAY

< —

s*
2
82 2
=2 (k+3) 3k + 1) IV f ) I

Hence, the proof is complete with some basic calculations.
Technical analysis of explicit phase-representation of NAG-C (4.5) The Lyapunov function is

1 2

E(k) = s (k = 2) (k+ 1) (F(w) = F@) + 5 ||2(mn = 2) + O = V5 (v + V5V F () |

Then we calculate the iterative difference as

Elk+1) — E(k)
=s(k—1)(k+2)(f(xr41) — flzr)) + 28k (f(zr) — f(27))
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+ % (2(xpy1 — x1) + Vsk (vepr + VsV f(zri1)) — V(b = 1) (v + V5V f (1))

2(Tt1 + zp — 22%) + sk (vip1 + VsV f(2rt1)) + Vs(k — 1) (v + VsV f(zr)))
=s(k—1)(k+2)(f(vrs1) — flzr)) + 28k (f(zr) — f(z7))
— (s (k+2)Vf(zp),2(xr — 2*) + Vs(k = 1) (o + VsV f(x1)))

52 2 2
+§(/€+2) IV f ()]

e If we take the following basic inequality for f € F} (R")

L

{ Flansn) = F(on) < (VF@)sanss = o) + 5 s - ol
flae) = f(@%) < (Vf(zp), 20 — 27)

we can obtain the following estimate

LSQ 2

E(b+1)=E (k) < == (k= 1) (e + 2) onlP—45 () — f (%)= (k+2) (b = 4) [V 7 (@)

which cannot guarantee the right-hand side of the inequality non-positive.

o If we take the following basic inequality for f € ]-"i (R™)

{ Flors) = F(ox) < (VF @), oien =22 = o 19 es) = V) P
fxg) = f(@") <V f(er), zp —27),
we can obtain the following estimate

gk + 1) — £(k)

< 0= 1) (+2) (V) = VF ) s =0 = 5 9Fnn) - VSl

2

=5 (k+2) (k=) [V (@)

— s (f(zr) — f(z))

which cannot guarantee the right-hand side of the inequality non-positive.

C.2 Technical details for standard numerical schemes

Standard Euler discretization of ODE (4.1), with initial z¢ and vy = —+/sV f(z), are shown as below.

Standard Symplectic Euler Scheme:
Tyl — Tk = /S0

=t =~ /5 (9 f ) — V) — V3 (1 t o 1)> V F(@ksn).
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Standard Explicit Euler Scheme:

Tp41 — Tk = V/sug,
vy (C2)

Vb1~ Uk = 5 — VS (Vf(@rg1) = Vf(zr) — Vs (1 + 23k) Vf(zg).

Standard Implicit Euler Scheme:

Th1 — Tk = V/SVk41

et = vk = S /5 (V f (i) — Vi (ar)) ~ V5 (1 .

Technical analysis of symplectic scheme (C.1) The Lyapunov function is

E(k) = s (k+ 1) <k: + Z) (Flaw) = F@) + 5 20 — %) + (k+ DV (o + VAV F ()|
Then we calculate the iterative difference as
£k +1) — (k)
= s (4 1) (4 3 ) Glonn) = Fo) + 5 (264 3 ) (o) - £")

+ % (2(@py2 — Tpg1) + Vs(k +2) (V1 + VsV (zr1)) — Vs(k+ 1) (e + VsV f(2k))
2(@hr2 + Thpr — 287) + Vs(k + 2) (vps1 + VSV (@ri1)) + Vs(k + 1) (vp + VsV f(ag)))

= s+ 1) (ko 3) (lanen) — fGa) + 5 (264 1) (Glowr) — )
- <S (k + Z) V (k1) 2(@ht2 — %) + sk +2) (vp1 + \/gvf($k+1))>

2

S k 3 2 2
2< +2> IV f(zps1)]|”

Now we hope to utilize the basic inequality for f € F }J (R™) to make the right side of equality no more
than zero. Taking the following inequalities

{ (@) = fzr) < (VF(@re1), Torr — ox) — % IV (@i1) — V()]
f(@rs1) = f(@7) <V F(@pt1), T — 27)

we can obtain the iterative difference is

82
k1) = £06) < 5 (Flanan) = £ = 5 (045 ) (364 3 ) VA P

[NCH IV
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_ Qi (k+1) <k: + 3> IV f(2ps1) = V()]

<k+1>( )< F (), V ) — VF ()

w2 (k4 5) (k4 3) 1951

o) = 1) =5 (k4 3) (k=3 = o4 ) 19 )P

<

N | »

Since there exists a non-negative term, 5 (f(2r41) — f(2*)), we cannot guarantee the right-hand side
of inequality is non-positive. Hence, the convergence cannot be proved by the above description.

Technical analysis of explicit scheme (C.2) The Lyapunov function is

k) =5 (k=2) (K= 3 ) (Flon) = £t + 2o = 2%) + (6= DV5 (o + VTS @)
Then we calculate the iterative difference as
£k +1) — (k)
= 5= 1) (K 3 ) Glann) = Fo) 5 (2= 5 ) () - £
(211 — 76) + 3k (v + V3V F @) = Vi(k = 1) (v + VAT F()
2@k + wp — 207) + sk (Vk1 + V5V f(2k11)) + Vs(k = 1) (vk + VsV f (k)
= 5= 1) (4 3 ) Glonn) = F) + 5 (26 - §) (7o) - 7o)

N | —

_l’_

< (k: + ) Vf(zr), 2(z, — 2%) + v/s(k — 1) (v + \/Evf(xk))>
2

v 5 (ke 2) 19l

e If we take the following basic inequality for f € F1(R")

L

{ Flain) = F@k) < (VF (), oxpn — o) + 2 e — ol
fxr) = (@) < (Vf(er), zp — 27,

we can obtain the following estimate

2

eler)-e0) < 2 o= 1) (6 1) Ionl-2 (o) - 1@)-5 (w4 3) (k= 3) 195017

which cannot guarantee the right-hand side of the inequality non-positive.
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e If we take the following basic inequality for f € F1(R")

{ f@ie) = flae) < (Vf(@r41)s T — k) — % IV f(@hi1) = V f (i)
fxr) = (@) <V f(en), ze —27),
we can obtain the following estimate

Ek+1) — E(k)

Ls

< 5= 1) (K 3) (9 = Vh @) =00 = 57 IV ) = TH0l )

5s . s 1 5 9
= (Flaw) = f@7) = 5 (k+ 2) <k - 2) INFACTI]
which cannot guarantee the right-hand side of the inequality non-positive.

Technical analysis of implicit scheme (C.3) The Lyapunov function is

E(k) = 5 (k +2) <k " g) (Flax) = F@) + 3 20— a%) + (6 + 1)V (o + VAV ) |
Then we can calculate the iterative difference as
E(k+1) — E(F)
= s42) (k4 5) (o) = S +5 (245 ) (o) = £a)

+ % (2(@ps1 — 2k) + Vs(k +2) (ve1 + VsV f(2rr1)) — Vs(k + 1) (v + VsV f(ar))

2(zpt1 + zp — 22%) + Vs(k + 2) (vit1 + VsV (1)) + Vs(k+ 1) (v + VsV f(zr)))
= sh+2) (k4 3) o) = o) +5 (24 5) Ulown) — )
— <s </<: + ;) Vf(zrt1), 2(zps1 — %) + Vs(k +2) (vp1 + \/EVf(xk+1))>
52 2
-5 (k4 3) 19l

Now we hope to utlize the basic inequality for f € F i (R™) to make the right side of equality no more
than zero. Taking the following inequalities

{ f(@rs1) — fan)

(Vf(xrs1), The1 — o)
(Vf(xrs1), hgr — 2%),

IAIN

f(@g41) — f(@")
we can obtain

S

s 2
k1) = €09 < 5 (o) = £ = 5 (k45 ) (364 3 ) I9F ) P,

Although the negative term concludes the multiplier &2, we cannot guarantee the right-hand side non-
positive
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Appendix D: Low-Resolution ODEs

D.1 Low-resolution ODE for strongly convex functions

In this subsection, we discuss the numerical discretization of (2.3). We rewrite this ODE in a phase-space

representation ‘
X=V
. , D.1)
V=-2/uV -Vf(X)

with X (0) = xp and V' (0) = 0. We have the following theorem:

Theorem D.1. Let f € S; 7 (R™). The solution X = X (t) to low-resolution ODE (2.3) satisfies

BLlm =t

F(X) - f(a") : (02)
Proof. The Lyapunov function is
1, < 1 N . N
£ = LIXI + ZI2V/A(X — 2*) + X|? + £(X) - (o).
Using the Cauchy-Schwartz inequality
27X —a*) + X2 < 2 (4l X — "7 + |X]2),
and the basic inequality for f € S /i L (R™)
F@*) = FO0O + (VF0),a* =) + 5 X =],
we calculate the time derivative
€ 1 1 N . .
E‘§< _9/iX — V(X >+§ 20 (X = a*) + X, V(X)) + (VF(X), X)
= Vi (IXI? + (VF(X), X — "))
Y * K *
< =i (IXI2 + £(X) = f@*) + 51X =)
< —ﬂg.
- 4
Hence, the proof is complete. 0

We now analyze the standard Euler discretization of the low-resolution ODE (2.3). All of the following
three Euler schemes take the same initial ¢ and vy = 0.

Symplectic Euler Scheme:

{wkﬂ —x = V/svg

(D.3)
Vg1 — Uk = —2¢/1150k11 — VSV f(Zk41).
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Explicit Euler Scheme:

Thy1 — Tk = /S0 (D.4)
Vpa1 — U = —2/psvg — /sV f(zr). '
Implicit Euler Scheme:
Tp+1 — Tk = \/gvk—i-l (D.5)
V41 — Uk = —23/11S0k11 — VSV f(@k11).

Theorem D.2 (Discretization of Low-Resolution ODE). For any f € S i 1. (R™), the following conclusions
hold:

(a) Taking 0 < s < uu/(16L?), the symplectic Euler scheme satisfies

_ 3L |lwo — 2

flzk) — f(2¥) < o (D.6)
N
2(1+4%)
(b) Taking0 < s < u/(25L?), the explicit Euler scheme satisfies
o 3Lleo—a*? [, ES\*
flzr) — f(a¥) < 5 - (D.7)
(c) Taking 0 < s < 1/L, the implicit Euler scheme satisfies
3L ||lzo — z*||?
Flaw) - fan) < 20— (D.8)

o
N/TE]

2 (1 + T)

Proof.  (a) The Lyapunov function is

£(K) = & ol + 5 12 ax — %) + well® + Flax) — f).
With the Cauchy-Schwartz inequality
l2v/i(e = ) + ogll” < 2 (4l — 21 + oi?)
and the basic inequality for f € S} | (R")

f(@pi1) = f@e) <V f(@pi1), Thos1 — zp)
@) 2 J(@en) + (Y (@rn),a* = o) + 5 Jai -2
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we calculate the iterave difference

£ +1) = E(K) = (ke = vk vk +01) + flownn) = F(o)
+ i V(@1 — k) + Vo1 — Vi 2/ (T g1 + T — 227) + Vg1 + vk)
< 5 ks = v o) + (VF (1), Tin — )
+ % 2v/i(Tre1 — k) + Vpgr — Ok, 20/ Thg1 — TF) + Vpp)
— 7 s — vl = 2Rk — ) + v — el
< v (lonslP + (V@) 2 — 7))
< s (oI + f (o) = F@) + 4 Jans - 2%)?)
< —@5@; +1).

Hence, the proof is complete.

(b) The Lyapunov function is

£(K) = & ol + § 12/ax — %) + wrll® + Flax) — F).
With the Cauchy-Schwartz inequality
l2vi(er = 2*) + vpl < 2 (4l — &I + lonll”)
and the basic inequality for f € S} | (R")
Flaren) = (o) < (VF(r), zin — 2 + 5 ok — o)
F@*) 2 fnsn) + (T (@nen), 2 = o) + 5 0" =zl
we calculate the iterave difference

E(k+1)—E(k) =

—~

Vg1 — Uk, Vk+1 + V) + f(apt1) — fag)

2y Try1 — k) + Vrg1 — Uk, 20/ 1(Tpy1 + TR — 227) + vpy1 + k)

N

<

—~

L
Vg1 — Uk, V) + (Vf(2k), Thgr — Tx) + 5 |zhe1 — 25

+ o=+ e

2v(@rr1 — zk) + Vg1 — vk, 2¢/p(xE — 27) + vg)

— o =

1
+1 [vk1 — okll* + 1 I2v/m (k1 — 2k) + vppr — vgl|?
< —viis (J[vel + (9 f (ox) 2 = 2*))
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Ls s s
+ 22 ol 4 5 2/ + 95 @)+ 2 195 )P

<V (g 4 £l — 1) + & oy — )

L
=57 (s 21 A01) o (304 3 Ik 319100

Since 1 < L, the step size s < p/(25L2) satisfies it. Hence, the proof is complete after some basic

calculations.

(c) The Lyapunov function is
1 1
E(k) = ¢ lowl + 7 12v/Amss — )+ wll® + flamw) - F(a)

With the Cauchy-Schwartz inequality

12v/(@rsr — %) + wgl|* = [12v/m(zk — 27) + (14 2/ps)ve |
<2 (4pflap — 2> + (4 2v/5)2 oyl )

and the basic inequality for f € S} | (R")

f(@ry1) = flar) < (V(@rg1), Tpgr — 2) — i IV f(zht1) — V()|

@) 2 f@rn) + (VF(@re), ot = ) + 8 o = ail?,

we calculate the iterave difference

1

E(k+1) —E(k) = ~ (Vg1 — Uk, Vi1 + 0k) + f(@h41) — fl2k)

1
1 2VR(Ekt2 = T1) + Vkrr = Ok 2V Zh2 + Tprr — 22%) + Vg1 + vk)

1
< = (Upg1 — Uk, V1) — v — vkl
4

+ oI~ + e

(VS @ne), wrss = ) = 57 VS @sr) = V)l

b VAV F(apn). 2y sz — 2) + i) - + VAV S|
< /755 (g1l + (VF i), zag1 — 7))

V), (L4 25 — )

— 57 IV 0) = D H@R)I® =  owss = o+ V3V (o)
<~V [l + § (o) = )+ o = o[

— 1 [V Gl — @) — 25 19 ) ]
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Since p < L, the step size s < u/ (16L2) satisfies it. Hence, the proof is complete after some basic
calculations.
]

Corollary D.3 (Discretization of NAG-SC low-resolution ODE). For any f € S}L, 1 (R™), the following
conclusions hold:

(a) Taking step size Os = u/(16L?) , the symplectic Euler scheme satisfies

- 3L [lwo — 2|

flzy) — f(z¥) < K (D.9)
2 (1+ 16z)
(b) Taking step size s = u/(16L?), the explicit Euler scheme satisfies
3L ||z — =*||? ( %
- N /= 7 (1- —) . D.10
f(@e) = fa7) < 5 101 (D.10)
(c) Taking step size s = 1/L, the implicit Euler scheme satisfies
3L ||z — 2|
Flan) — fla) < 2l =2l (D.11)

k
21 1)
Remark D.1. Compared with Theorem D.2 (a) — (¢), just the Euler scheme of the low-resolution ODE (2.3),
both the explicit scheme and the symplectic scheme can retain the convergence rate from the continuous
version of Theorem D.1, when the step size s is of the order O(u/L?). Although the explicit scheme is
weaker than the symplectic scheme, it can preserve the rate to the same order as the symplectic scheme.
However, if the step size satisfies s = O(u/L?), the algorithm cannot provide acceleration. There is no
limitation on the step size s for the implicit Euler scheme, but in general it is not practical for non-quadratic
objective functions.

D.2 Low-resolution ODE for convex functions

In this subsection, we discuss the numerical discretization of (2.2). We rewrite it in a phase-space represen-
tation:

X=V
. 3 : (D.12)
V=-2v Vi),
with X (0) = o and V(0) = 0.
Theorem D.4. Let f € F} (R™). The solution X = X (¢) to the low-resolution ODE (2.2) satisfies
o < 2llzo —2*|®
Fx) - o) < 2
(D.13)

. AL ||zo — z*|?
min ||V f(X 2202
og$2t|| F(X()|I” < 2

Theorem D.4 is combined with Theorem 3 Su et al. [2016] and a further analysis about gradient norm
minimization in Shi et al. [2018]. The Lyapunov function is constructed in Su et al. [2016] as

E=t*(f(X) —f(:v*))+%||2(X—;v*)+tX||2. (D.14)
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D.2.1 Symplectic Euler scheme

First, we utilize the symplectic Euler scheme with the initial zy and vg = 0, as shown as following:

Tpy1 — T = /S0
(D.15)

3
Ukl ~ Uk =~ Ukt VsV f(Zp41).

Technical analysis of symplectic scheme (D.15) The Lyapunov function is

E(k) = (h+ 1) (F(e) — F@) + 5 12000 — %) + (b + D)v/au
Then we can calculate the iterate difference as
Ek+1)—E(k) = (k + 1) (f(xh1) = flan)) + (2k +3)s (f(z41) — f(27))
+35 <2($k+1 —ag) + (k +2)Vsvpp1 — (K + 1)/sug,
2(xhs1 + z — 22%) + (k + 2)V/svp41 + (K + 1)V/svk)

= (k+1)%s (f(zh41) — f(2r)) + 2k + 3)s (f(2p41) — f(27))
—((k+ 1)sV f(h41), 2(@pg2 — ) + (k + 2)V/svp11)

_ %(k + 1) |V fapg)]?

We hope to utilize the basic inequality for f € F} (R™) to make the right-hand-side of the equality no more
than zero. Based on the following inequalities:

f(@ra1) = flzr) <V (@ht1), Ty — ox) — % IV f(@s1) — V f ()]
f(@ps1) = f(2%) <V f(@kt1), Thgr — ) — % IV £ (@ren) I,

we obtain the following estimate:

1 E+1)s
£ +1) — () < L (k+ 1282 [V (i) I + 5 (Flan) — £0) — E 2 9 )2,
from which we cannot guarantee that the right-hand-side of the inequality is nonpositive.
D.2.2 Explicit Euler scheme
Now, we turn to the explicit Euler scheme with the initial xg and vg = 0, as
Tpi1 — T = V/sUk
(D.16)

3
k1 = Uk = 7 Uk~ VsV f(x).
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Technical analysis of explicit scheme (D.16) Now, the Lyapunov function is

E(K) = (k= 2)(k = s () — F(*) + 3 |20 — %) + (= )i

Then we can calculate the iterate difference as

E(k+1)—E(k) = (k= Dks (f(zp+1) — fzx)) +2(k — 1)s (f(zx) — f(z7))
+ % (2(zpr1 — k) + kvsvpg1 — (k — 1)V/suy,
2(xps1 + 2k — 20%) + ky/svgy1 + (k — 1)\/§vk>
= (k — Dks (f(zg+1) — f(zr)) +2(k — 1)s (f(zx) — f(z7))

(ks ), 2 — 2) + (k= Do) + K5 [V F)l
e If we take the following basic inequality for f € F1 (R")
Floner) = Flon) < (9 Fon)snss — o) + 5 lowrs =l
Flan) = @) < (9 flew)mn— 2*) = 57 IV FR)IP,
we obtain the following estimate:

“1)Ls s 2,2
ethrn-e) < DI s (1) - @) -9 A0 P 19w

from which we cannot guarantee that the right-hand-side of the inequality is nonpositive.
e If we take the following basic inequality for f € F1 (R")
1
flanir) = flar) < (V@) one = an) = o7 [VF@r) = VF ()]
1
flaw) = F(@) <V f(an),an —2%) — o= [V @),
we obtain the following estimate:

E(k+1)— E(R) < (k- ks (<Vf<xk+1> V(). 31— o [V F(raan) - Vf<xk>\2)

2.2
25 (f(zx) = f(2") — HVf(a:k)H + L IV £ i)l

from which we still cannot guarantee that the rlght—hand—51de of the inequality is nonpositive.

D.2.3 Implicit scheme

Finally, we analyze the implicit Euler scheme with the initial z¢ and vg = 0:

Tpy1 — Tk = V/SUk41
3 (D.17)
kT 1Uk:+1 — \/gvf(xk-s-l)

Vk+1 — Vg = —
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Technical analysis of implicit scheme (D.17) We construct the Lyapunov function as

N 1
E(k) = (k+1)(k+2)s (f(xg) — f(2")) + 3 1202, — &) + (k + 1)/su]|* -
Then we can calculate the iterate difference as

D)k +2)s (f (@r41) = f (@) + 2(k + 2)s (f (wp41) — f(27))
<2(3’3k:+1 —ap) + (k + 2)Vsvp1 — (k+ 1)V/su,
(

2(Tpt1 + zp — 22%) + (k4 2)V/svps1 + (k + 1)V/sv;)
= (k+1)(k+2)s (f(zrr1) — f(or) +2(k + 2)s (f(zr41) — f(27))
—((k+1)sV f(@p41), 2(xpp1 — 2%) + (k4 2)v/svp41)

_ %(k +1)25% |V f (zpa1)|? -

Ek+1)—Ek)=(k+

Now, we hope to utilize the basic inequality for f € F i (R™) to make the right side of equality no more than
zero. Based on the following inequalities:

f@i) = flae) < V(@) Tos1 — k)
Flain) = F@*) < (Vg win — %) — 52 [V @)

we obtain:

E(k+1) — E(k) < 25 (f(zpr) — fa*)) — M

IV f (@ra)II” — *(k + 1) |V f(zra) [
Although the negative term includes the multiplier k and k2, we cannot guarantee that the right-hand-side
of the inequality is nonpositive.

Here, in contrast to the subtle discrete construction in Su et al. [2016], we point out that the stan-
dard numerical discretization of low-resolution ODE (2.2) cannot maintain the convergence rate from the
continuous-time ODE, due the presence of numerical error.
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