
140 heads in 250 tosses – suspicious?

A statistical statement appeared in The Guardian on Friday January 4, 2002:

When spun on edge 250 times, a Belgian one-euro coin came up heads
140 times and tails 110. “It looks very suspicious to me,” said Barry
Blight, a statistics lecturer at the London School of Economics. “If the
coin were unbiased the chance of getting a result as extreme as that
would be less than 7%.”

But do these data give evidence that the coin is biased rather than fair?
We compare the models H0 – the coin is fair – and H1 – the coin is biased,

with the prior on its bias set to the uniform distribution P (p|H1) = 1.
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Figure 0.1. The probability
distribution of the number of
heads given the two hypotheses,
that the coin is fair, and that it is
biased, with the prior distribution
of the bias being uniform. The
outcome (D = 140 heads) gives
weak evidence in favour of H0, the
hypothesis that the coin is fair.

[The use of a uniform prior seems reasonable to me, since I know that some
coins, such as American pennies, have severe biases when spun on edge.] The
likelihood ratio is:

P (D|H1)

P (D|H0)
=

140!110!
251!

1/2250
= 0.48. (0.1)

Thus the data give scarcely any evidence either way; in fact they give weak
evidence (two to one) in favour of H0!

‘No, no’, objects the believer in bias, ‘your silly uniform prior doesn’t
represent my prior beliefs about the bias of biased coins – I was expecting a
small bias’. To be as generous as possible to the H1, let’s see how well it could
fare if the prior were presciently set. Let us allow a prior of the form

P (p|H1, α) =
1

Z(α)
pα−1(1− p)α−1, where Z(α) = Γ(α)2/Γ(2α) (0.2)

(a Beta distribution, with the original uniform prior reproduced by setting
α = 1). By tweaking α, the likelihood ratio for H1 over H0,

P (D|H1, α)

P (D|H0)
=

Γ(140+α) Γ(110+α) Γ(2α)2250

Γ(250+2α) Γ(α)2
, (0.3)

can be increased a little. It is shown for several values of α in figure 0.2.

α
P (D|H1, α)

P (D|H0)

.37 .25
1.0 .48
2.7 .82
7.4 1.3

20 1.8
55 1.9

148 1.7
403 1.3

1096 1.1

Figure 0.2. Likelihood ratio for
various choices of the prior
distribution’s hyperparameter α.

Even the most favourable choice of α (α ' 50) can yield a likelihood ratio of
only two to one in favour of H1.

In conclusion, the data are not ‘very suspicious’. They can be construed
as giving at most two-to-one evidence in favour of one or other of the two
hypotheses.

Are these wimpy likelihood ratios the fault of over-restrictive priors? Is there any way of
producing a ‘very suspicious’ conclusion? The prior that is best-matched to the data, in
terms of likelihood, is the prior that sets p to f ≡ 140/250 with probability one. Let’s call
this model H∗. The likelihood ratio is P (D|H∗)/P (D|H0) = 2250f140(1 − f)110 = 6.1.
So the strongest evidence that these data can possibly muster against the hypothesis
that there is no bias is six-to-one.
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