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Abstract

The aim of this paper is to present some of the stylized features of financial

data which have received a lot of attention both from practitioners and those

with more theoretical backgrounds. Some of the models resulting from these

efforts are reviewed and discussed. To facilitate the discussion two data sets are

used: one of these contains all US trades in IBM stocks in 1995 at NYSE.
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1 Introduction

The evaluation of risk and the pricing of derivative assets are based on statistical

models describing underlying asset prices. The quality of the risk measures and the

validity of prices are therefore strongly dependent on how well the statistical model

captures the behavior of the underlying asset. Shortcomings of the statistical model

can be disastrous, and not only for financial speculators. For example anyone who has

an equity linked pension scheme will be seriously affected by mispriced derivatives as

most pension funds and insurance companies generate a large part of their surplus by

holding a large portfolio of financial assets.

Popular models such as the Black and Scholes (1973) model, based on the geometric

Brownian motion, have very nice mathematical properties which have been extensively

used to price options. These models, however, lack most of the empirically found fea-

tures of financial data. More elaborate models can therefore be found in the literature
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which tries to encompass these empirical findings. Statistically these newer models

have nice properties in terms of both fitting the observed data and telling economically

meaningful stories. But from a mathematical finance point of view, where the focus is

on pricing derivatives, they have serious drawbacks. This is because models such as the

stochastic volatility models generate markets where derivative prices are not uniquely

determined: how to solve this problem is largely unresolved.

Pricing of options and other derivative assets are not the only reasons for building

statistical models. One may also wish to gain insight into the market microstructure

to answer questions such as: how do different types of trades influence the market? or,

how do news releases influence the trading pattern and price movements? Answering

these types of questions also requires a statistical model.

The focus of this paper is the statistical modelling of financial data, i.e. the econo-

metrics of financial data. In order to keep an open mind on how to resolve the modelling

problem, the features of financial data, rather than the models, are accentuated.

Two data sets, described in Section 2, are used throughout the paper to facilitate

the discussion. Section 3 describes some of the stylized features of financial data, which

need to be taken into account when writing down models. These are not only valid for

the two data sets used here, but have shown to be extremely general and present across

different types of financial assets and sampling frequencies. These stylized features

demonstrate why this is an intellectually challenging area for statiticians to participate

in.

The paper aims to provide a basis of knowledge about how far financial econometrics

research has developed. Therefore, despite our wish not to promote any particular type

of modelling approach, Section 4 of the paper includes brief summaries of discrete and

continuous time models. Better survey articles of these particular areas may be found

in Bollerslev, Engle, and Nelson (1994), Ghysels, Harvey, and Renault (1996) and

Shephard (1996). In Section 4.2.4 very recent research of high frequency financial data

is discussed. Section 5 considers problems relating to pricing and hedging in some of

the presented models. Section 6 concludes.
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2 Data

A financial data set is usually constituted by a record of trades in stocks or bonds

traded at some stock exchange, or, by quoted interest rates or foreign exchange rates.

Other examples would be commodities traded at the Chicago Board of Trade (CBOT).

The data sets can be intra–daily “tick–by–tick” trades data (e.g. a tick was 1/8

of a dollar in 1995 at the New York Stock Exchange). This means that every single

trade in a specific stock or bond is recorded, with the time the trade took place, the

amount traded, settling price (the price at which the trade took place), settling date

and sometimes what type of traders took part in the trade. These different types of

traders include market makers, banks and brokers.

An intra–daily data set could also consist of the quotes. This would include the

time the quote is posted, the bid price (the price at which the market maker is willing

to buy), ask price (the price at which the market maker is willing to sell) and the depth

(how many shares the market maker is willing to buy/sell at the best bid/ask).

If the data set is constituted of only daily data, the most you can hope for is opening

price, closing price, highest price, lowest price, traded amount (volume) and number

of trades. More commonly the daily data sets analyzed in the literature contain only

closing prices.

The data used to facilitate the discussion in this paper are:

1. Daily closing prices of IBM stocks from DataStream. They cover the period

January 2, 1973 to January 25, 1996. The data set consists of dates and prices.

The data are shown in Figure 1.

2. Intra–daily prices of IBM stocks from NYSE (New York Stock Exchange). They

cover the period January 3, 1995 to December 29, 1995. The data set consists

of dates, exchange (New York, Cincinnati, Pacific, ...), time, price and amount.

Figure 2 shows all the prices of trades on four individual days.

For notational convenience we make the following definitions. Let {St} denote the

stock price process and let

Pt = log St − log St−1,
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Figure 1: Plot of the IBM prices in the period January 2, 1973 to January 25, 1996. Note
for instance the large price changes around October 19, 1987, also known as “Black Monday”.

denote the logarithmic increase of S over the interval (t− 1, t]. Pt is usually referred to

as the “log returns” or simply the “returns”. The returns for the daily prices of IBM

stocks are shown in Figure 3.

The estimates of the mean and the empirical variance are the usual

x̄ =
1

n

n∑
i=1

xi, var(x) =
1

n− 1

n∑
i=1

(xi − x̄)2,

and the skewness and kurtosis are given by

s(x) =
1

n

n∑
i=1

(xi − x̄)3/var(x)3/2, k(x) =
1

n

n∑
i=1

(xi − x̄)4/var(x)2.

For the data sets used here these numbers can be found in Table 1 (See also Campbell,

Lo, and MacKinlay (1997) who give other versions of this). Note how the kurtosis

decreases when the data are aggregated. Unfortunately, the kurtosis for the half hourly

returns is not directly comparable since only data from 1995 were available at this

frequency. The data set for the period January 2, 1973 to January 25, 1996 contains

the crash in 1987 which completely changes the level of the kurtosis, see Figure 4.
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Figure 2: Plot of all traded IBM prices at the New York stock exchange on four different
days in 1995. A trade is represented as a dot.

resolution mean variance skewness kurtosis
half hour −4.6 × 10−5 1.4 × 10−5 -0.691 13.27

daily 4.01 × 10−5 0.0002 -0.638 22.36
weekly 0.0002 0.0010 -0.107 6.26

monthly 0.0004 0.0043 -0.354 4.44

Table 1: Estimated parameters for IBM log returns in the period January 2, 1973 to January
25, 1996. Note that the half hourly returns are only from 1995 so these number are not really
comparable. Also the low frequencies contain 1987 which really contaminates the picture, see
Figure 4. The corresponding empirical densities are shown in Figure 7.

3 Stylized features of financial data

The “stylized features” of financial data will be discussed below. When building new

models to describe financial data it is a great help to have some clear–cut guidelines

which describe the most important features which the models must encompass. These

guidelines are referred to as “stylized features” or “stylized facts”. For daily and lower

frequencies of sampling the stylized features are quite well known and some of them

are described in for example Taylor (1986, Ch. 2). For the higher frequencies they

are not well established, since the possibility of having intra–day data is rather new.

However, for foreign exchange rates Guillaume, Dacorogna, Davé, Müller, Olsen, and
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Figure 3: Plot of the IBM log returns in the period January 2, 1973 to January 25, 1996.
The log returns exhibits bulks of large price changes.

Pictet (1997) have reported what they believe to be stylized facts of intra–daily foreign

exchange rates. Another source of information on features of high frequency data is

Ghysels, Gouriéroux, and Jasiak (1998).

Fat tails

Fat tails simply mean that the distribution of the returns has tails which are heavier

than the tails of a normal distribution, in other words the tails decrease slower than

exp(−x2). The most celebrated model in mathematical finance is the before mentioned

Black and Scholes Black and Scholes (1973) model which assumes normally distributed

log returns. The assumption of normally distributed log returns has, however, long

been a disputed topic.

Mandelbrot (1963) argued that the price changes of cotton futures showed much

heavier tails than normal; in fact, he claimed that the distribution was a stable law

without a second moment. However, because the serial correlation was not taken into

account, Mandelbrot’s conclusion has been disputed. It is still an ongoing debate how

many moments actually exist. There does seem, however, to be general agreement that

daily data do have finite variance and thereby do not belong to the class of stable laws.

For a discussion of this see Eberlein and Keller (1995).
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For the data considered here the log densities are shown for different resolutions in

Figure 7. In Figure 4 we also see how dramatic an effect 1987 has on the statistics of

later years (“Black Monday” was on October 19th, 19871). This shows that one should

be very careful using statistics based on long time series, i.e. low frequencies, without

checking if they are consistent with statistics of higher frequencies. Of course, 1987 is

very extreme and one could probably screen some of the observations around October

19th, but, which ones?

When it comes to very high frequencies of intra–daily data the question is much

more difficult. In two different markets, the foreign exchange and the inter money

bank, Müller, Dacorogna, and Pictet (1996) find evidence that the second moment

exists but the fourth moment might not. This is not only of relevance when searching

for the best fitting distribution but also when studying the serial correlations of the

squared or absolute returns, which will be discussed later. See also Davis and Mikosch

(1998) who discuss the problems related to estimating the sample autocorrelation in

models with heavy tails.
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Figure 4: Plot of the empirical kurtosis of the IBM log returns in the period January 2, 1973
to January 25, 1996. The lines are there to guide the eye. The full drawn line connects the
kurtosis of individual years and the dashed line is the kurtosis of the whole period from 1973
to that year.

1Just a small remark. In October 1997, exactly 10 years later the stock market faces another major
crash.
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If the model for the returns does not have enough probability mass in the tails

the price and hedge strategies based on the model will not take the large returns

into account (see Section 5 for a definition). This will result in seriously mispriced

derivatives and hedge strategies which do not uncover all of the risk concerned with

holding a specific portfolio.

Just one word of caution here. As we shall see, most financial time series have

quite persistent correlation structures. If this is not modelled correctly we may get an

incorrect picture of the tail behavior. Specifically, this could lead to a model where the

tails are in fact too heavy.

Asymmetry–Symmetry

There is evidence that the distribution of stock returns are slightly negatively

skewed. One explanation could be that traders react more strongly to negative in-

formation than positive information. As an example see Figure 1 where the drop on

October 19th, 1987 is very big and afterwards it takes many much smaller increases to

get back to the previous level. This type of behavior, in daily returns, is specifically

modelled by the EGARCH model (see Section 4.1.3 for further discussion of this phe-

nomena). For high frequency data we also find evidence of negatively skewed tails (see

Rydberg and Shephard (1998a)).

Another type of asymmetry is the asymmetry in the lagged correlation. In Figure 5

and 6 it is seen that weekly “coarse volatility”, as defined in formula (1) predicts weekly

“fine volatility” better than the opposite way around. This fact was first noticed for

exchange rates in Müller, Dacorogna, Davé, Olsen, Pictet, and Weizsäcker (1996). In

other words this means that

%(Fw, Cw−1) ≥ %(Cw, Fw−1),

where % is the correlation function and C and F are given by:

Cw = |Pw5 + Pw4 + Pw3 + Pw2 + Pw1| = | logSw5 − log Sw0| (1)

where w denotes the week and wt the days of the week (see Müller, Dacorogna, Davé,

Olsen, Pictet, and Weizsäcker (1996)). In words this can be expressed as the absolute

price change over a full week. For any one stock exchange a week is a 5 day period,
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since weekends are not counted. The weekly “fine volatility” F is the mean of the

absolute daily price changes over a full week. Mathematically this is

Fw = (|Pw5| + |Pw4| + |Pw3| + |Pw2| + |Pw1|) /5.
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Figure 5: Plot of the autocorrelation between the fine and the coarse volatilities of daily IBM
prices in the period January 2, 1973 to January 25, 1996.

Volatility clustering

The term volatility clustering refers to the fact that large price changes come in

bulks, again see Figure 1. See also Figure 3 which shows the log returns, here the

clustering is more visible. Creating mathematical/statistical models which describe

this feature has been the aim of a lot of research activity. For proposed models in

the econometrics literature see the review papers on ARCH by Bollerslev, Chou, and

Kroner (1992), Bollerslev, Engle, and Nelson (1994) and Shephard (1996) (see Section

4 of this paper for a very short treatment).

A very different approach is taken in the mathematical finance literature see for

instance, the review paper on diffusion stochastic volatility (SV) models by Taylor

(1994). In this paper Taylor compares ARCH and SV models. However, presumably

neither of these models would have been able to model the price changes around Oc-

tober 19th, 1987, since the price change of that Monday was extreme, in fact it was
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Figure 6: Plot of the lagged correlation %t of the fine and coarse volatilities of daily IBM
prices in the period January 2, 1973 to January 25, 1996. The curve with × as marks is the
difference %t − %−t. The solid lines indicates ±1.96/n1/2.

approximately 23%. The crash of the market started on the preceding Friday. One

often used explanation is that the market was over valued. If such extreme events

should be taken into account it would be necessary to add extra components to the

models with features derived from risk theory. However, it is an open question whether

such extremes should be modelled directly or separately.

When we are only dealing with daily data it is not possible to give much further

description of why the price changes the way it does and the reasons for the volatility

clusters. If we had more information available such as, the number of trades, the

trading volume and the variation within a specific day, it would help us gain insight.

We will return to this subject in Section 4.

Economic information and news play an important role in the formation of the

price process and the traded volume. Around releases of macroeconomic reports the

volatility increases, see Andersen and Bollerslev (1998). Also the information content

of the observed trades series influences the prices process. Without exaggeration, one

could say that, the market is a bit hysterical, because some types of information like

big sell orders might trigger a big group of people to sell out of a specific asset. This,

of course, causes the price to fall. In this sense the volatility is driven by information.
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Aggregational Gaussianity

For decreasing sampling frequencies the central limit law sets in and the distribution

of the log returns tends towards a Gaussian law. Decreasing sampling frequencies is

equivalent to aggregation since,

log S5 − logS0 = (logS5 − logS4) + ...+ (log S1 − log S0) = P5 + ...+ P1.

An example of this is shown in Figure 7 where the empirical densities for four different

sampling frequencies are shown together with the estimated normal density.

This stylized fact also rules out the Stable laws as suitable models for describing the

marginal log returns, as they do not aggregate to a normal distribution. Together with

the fact that log returns have fat tails, this suggests that natural models for describing

the marginal distributions of the log returns should be families of laws which are fat

tailed, closed under convolution2 and contain the normal law as a limit. One class of

distributions which allows for this is the normal inverse Gaussian. In fact this particular

class of distributions has been shown to be capable of fitting log returns on many kinds

of assets, see Barndorff-Nielsen (1995), Barndorff-Nielsen (1997), Rydberg (1997a) and

Rydberg (1999).

Quasi long range dependence

The log returns themselves, of all kinds of assets (e.g. see Figure 9) hardly show

any serial correlation but this does not mean that they are independent. In order to

study the dependence and correlation structure of the log returns it is necessary not

only to study the log returns themselves, but also an appropriate function of the log

returns. In this context “appropriate” is related to the variance i.e. an appropriate

function is a function which reveals more information about the variance of the asset

prices.

The most widely used function is probably the square, which does reveal information

about the serial correlation of the variance, since it enlarges large returns and diminishes

small ones. Using the squared log returns might pose a problem, however, since in some

cases, for instance for foreign exchange rates, the 4th moment might not exist (see

2This would be desirable when working with portfolios, as the value of a portfolio is the sum af
the individual assets.
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Figure 7: Plot of the empirical densities of the IBM log returns in the period January 2,
1973 to January 25, 1996 and the estimated normal density. Again the half hourly data are
only from 1995. The ordinate axis is on a log scale in order to exhibit the tails clearly.

Guillaume, Dacorogna, Davé, Müller, Olsen, and Pictet (1997)). For the data studied

here it should be possible to use the 4th moment, see Figure 4. Another possible

function is the absolute value of the log returns. The absolute value will compare the

log returns size–wise, and a strong correlation between first lags will then, like the use

of the squared log returns, reveal volatility clustering, i.e. clusters of big movements of

the price.

For a comparison of squares and absolute values see Figure 9. Note that, in the

interval of interest, the absolute values of the log returns span a much larger interval

than the squared log returns. How much that actually is, can be seen from Figure

8. It is also striking that the absolute returns show a much stronger persistence than

the squared returns. This is in accordance with Ding, Granger, and Engle (1993),

who in a study of serial correlation look at functions of the form |xt|d and find as an

empirical fact that the values of d close to 1 are the ones for which the property of

high autocorrelations for long lags is most significant. However, the absolute values

are much more difficult to handle analytically than the squares, so perhaps this is the

reason why the squares is the preferred function.
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Figure 8: Plot of |x| and x2 in the range where the log returns lie. x2 is represented by the
dashed line. It is worth noticing how much x2 smooths out the differences in this area.

The result of using a model where the correlation is misspecified is similar to the

result of using a model where the distribution is misspecified. This is because large

returns can be a result of either, uncorrelated events which have a distribution with a

thick tail, or, negatively correlated events. However, it is often difficult to distinguish

the effects of large negative correlations in the first few lags and the tail behavior of

the distribution of the returns. Especially if one is not searching for it.

Seasonality

For intra–daily frequencies the above stylized features still hold but some extra

complexity is added. For a thorough study of high frequency foreign exchange rates

see Guillaume, Dacorogna, Davé, Müller, Olsen, and Pictet (1997). Exchange rates

and stocks are not directly comparable. One big difference is that the exchange rates

are something world wide, e.g. the US Dollar is traded against the Deutsch Mark or the

Euro in all of the three major markets, which are; the Pacific, covering Australia and

New Zealand; the Far East, covering Tokyo, Singapore and Hong Kong; the European

market with the major exchanges being London and Frankfurt am Main; and finally

the North American with New York as the major exchange. The opening hours of these
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Figure 9: Plot of the auto correlation function for the IBM log returns in the period January
2, 1973 to January 25, 1996. In the bottom picture the × represents the squared log returns.
The dashed lines indicates ±1.96/n1/2. 250 lags are shown since this corresponds to the
number of days in a business year.

markets span almost all 24 hours of the day, except for a gap between the closure of

the American markets and the opening in the Pacific and the Far Eastern, thereby the

world market does not really close, see Guillaume, Dacorogna, Davé, Müller, Olsen,

and Pictet (1997).

Stocks are mainly traded at the national stock exchanges. Therefore, they are of a

different nature to foreign exchange rates. The prices of stock trades are quoted within

the business day which is usually somewhere between the hours of 8.30 and 16.30. The

fact that the market closes over night does in some instances create a strong overnight

effect, perhaps due to the larger amount of news revealed to the traders while the

market is closed.

In any case, the market is very busy in the mornings, slows down around lunch,

and picks up again in the afternoon, see Figure 11. It is very clear from Figure 11 that

the New York stock exchange is only open from 9.30–16.00. On a weekly basis one sees

that the trading is slower on Mondays than the rest of the week, and the strength of

this phenomena for the IBM stocks can be seen from Figure 10.
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Figure 10: The histogram depicts the average number of trades in the IBM stock per day in
a given day of the week in 1995.

4 Models

Many different types of models have been suggested for the modelling of financial data,

some more complicated than others. These quite different types of models are the topic

of this section.

The least ambitious goal, which has received a lot of attention since the beginning

of this century, starting with Bachelier (1900), is to give a statistical/mathematical

model which is capable of describing the behavior of a single stock via one stochastic

process. Even this simple scenario is not easy and several very different types of models

have been suggested.

Furthermore, the type of proposed models are very much influenced by the goal.

The goal being, for instance, pricing of options; in which case one strives for models that

allow for an equivalent martingale measure, since this makes pricing of derivative assets

easy. This branch of finance tends to be highly loaded with tough probability theory,

especially martingale theory. This branch of finance is usually called “mathematical

finance”. Another goal could be forecasting, in which case it is the correlation structure

that is put under the microscope. In fact it is this area of finance which uses the most

statistical methods and is referred to as “econometrics”.
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Figure 11: Number of trades as a function of 5 minute periods.

In the following two sections several models proposed for modelling financial data

are described and discussed. The models are split into two main groups: discrete

time models and continuous time models. In principle the models could also have been

divided according to whether the model belongs to the econometric or the mathematical

finance literature. However, division according to a mathematical concept, rather an

apparent disciplinary boundary, is more intellectually justified.

4.1 Discrete time models

The discrete time models have been quite popular, one reason being that they (usually)

allow for maximum likelihood analysis. This is a much more complicated matter for

continuous time models, such as diffusion processes, see Pedersen (1995), Bibby and

Sørensen (1995), Gallant and Tauchen (1996), Gallant and Long (1997) and Elerian,

Chib, and Shephard (1998). Even though it is easier to write down the likelihood for

the discrete time models estimation can still be rather difficult when innovations are

non Gaussian. See Shephard (1996) who discusses the use of Markov chain Monte Carlo

methods and the Kalman filter. Many financial time series are only observed at fixed

discrete time points, as is the case, if the data set consists of daily closing prices. The

discrete nature of such types of data are also one of the motivations behind discrete
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time models.

4.1.1 ARCH type models

The most widely used discrete time model is probably the ARCH model (Auto Regres-

sive Conditional Heteroscedasticity) developed by Engle (1982). The simplest ARCH

model, the ARCH(1) is given by

yt = σtεt, σ2
t = w + αy2

t−1, t = 1, . . . T,

where the εt’s are independent identically distributed and εt ∼ N(0, 1). In order to

ensure that σ2
t ≥ 0 for all t we need α ≥ 0. For the ARCH(1) model

E(y4
t )

(E(y2
t ))2

= 3
1 − α2

1 − 3α2
,

if 3α2 < 1. If this condition is fulfilled then the process for the squares, y2
t , is covariance

stationary and the autocorrelation function is given by

%(s) = αs.

A general ARCH(q) model is given by

σ2
t = w +

q∑
i=1

αiy
2
t−i.

Now, if we rewrite the innovation part, we see that

ε2
t = w +

q∑
i=1

αiε
2
t−i +mt

where mt = ε2
t−σ2

t which is a martingale difference. In addition, the model corresponds

to an AR(q) for the squared innovations. Certain regularity conditions are needed,

and the interested reader may be referred to Bollerslev, Engle, and Nelson (1994),

which is a very comprehensive survey study of ARCH type models. See also Shephard

(1996), where the statistical aspects of both ARCH and stochastic volatility models

are discussed.

The ARCH models have excess kurtosis accommodating the empirical findings.

Furthermore, they show some persistence in the squared autocorrelations depending

on the size of q. In empirical applications of the ARCH(q) model large q’s are usually

needed and thereby many parameters (αi’s). In an attempt to overcome this problem
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the Generalized ARCH model, GARCH, was introduced by Bollerslev (1986) and is

given by

yt = σtεt, σ2
t = w +

q∑
i=1

αiy
2
t−i +

p∑
j=1

βjσ
2
t−j , t = 1, . . . T.

Neither the ARCH nor the GARCH models take the asymmetry into account. Also,

ARCH and GARCH do not model what is called leverage, which is the fact that

volatility is negatively correlated with changes in stock returns in the sense that “bad

news” tends to give an increase in volatility and “good news” a decrease in volatility. A

model which is developed in Nelson (1991) with these aspects in mind is the Exponential

GARCH, EGARCH, model

log σ2
t = αt +

∞∑
k=1

βkg(yt−k), β1 ≡ 1

where

g(yt) = θyt + γ (|yt| − E|yt|) .

The above–mentioned are only a few of the ARCH type models which have been con-

sidered in the econometrics literature. For more on these models see Bollerslev, Engle,

and Nelson (1994) and Olsen and Associates (1995).

Let us just briefly look at one of these more exotic ARCH models, the HARCH

model developed in Müller, Dacorogna, Davé, Olsen, Pictet, and Weizsäcker (1996).

This model is a result of an extremely close study of the correlation structure of the

foreign exchange market. In Müller, Dacorogna, Davé, Olsen, Pictet, and Weizsäcker

(1996) it is observed that coarse volatility predicts fine volatility better than the other

way around. Together with other findings about the behavior of volatility the HARCH

model is proposed, where a HARCH(n) is defined as follows:

yt = εtσt ,

σ2
t = c0 +

n∑
j=1

cj


 j∑
i=1

yt−i




2

,

c0 > 0, cn > 0, cj ≥ 0 for j = 1, . . . , n− 1.

Here the εt’s are independent identically normal or t–distributed. The HARCH models

differ from any other ARCH formulation by the way past returns are taken into account.
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Past squared returns are entered aggregated over different interval sizes. In Müller,

Dacorogna, Davé, Olsen, Pictet, and Weizsäcker (1996) a HARCH(1024) is estimated.

To estimate 1024 parameters would be impossible. In order to reduce the number of

parameters and get a more parsimonious representation, ranges of j where the cj’s

are the same are represented as components and thereby the number of parameters is

reduced to 6. The 6 new components represents different perceptions of volatility, as

seen by different types of traders. The six new intervals correspond to j =1, 2–4, 5–16,

17–64, 65–256 and 257–1024. These j’s are not directly transferable to real time since

they are chosen under ϑ–time (see Dacorogna, Gauvreau, Müller, Olsen, and Pictet

(1994)). They can be roughly translated to a minimum of 10 minutes, 15 minutes, 1

hour, 4 hours, 1 day and 31
2

days respectively in physical time at the busiest trading

periods. The 6 types of traders are in Müller, Dacorogna, Davé, Olsen, Pictet, and

Weizsäcker (1996) given the following tentative descriptions; 1. short–term, intra–day

traders; 2. intra–day traders with only a few trades per day; 3. traders with over–night

positions; 4. few traders (no explanation); 5. medium–term traders with no intra–day

trading; and 6. long–term traders, investors and central banks.

4.1.2 The binomial model

Another popular type of discrete time model is the binomial model. A binomial model

can simply be described by a tree where the vertices at deterministic time points split

into two. Whereas all the ARCH type models are build on statistical knowledge of the

financial market the binomial model is rather stylized and more of a toy model, since

stock prices change randomly at random time points rather than move to one of two

levels (or a countably finite number of levels, then we have a multinomial model) at

deterministic time points.

Despite, the simple form of the binomial model it enables one to understand funda-

mental features about how basic structures of markets work. See for instance Baxter

and Rennie (1996) where the binomial model is presented as the first, very small, step

towards a realistic model of the real financial market. An appealing feature of the

binomial models is that they can be rolled up backwards for easy determination of

pricing and hedging strategies. To hedge a position is to secure it against changes in

the market. How this is done is not the topic of this paper but can be found in stan-
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dard textbooks on mathematical finance, such as Dothan (1990) and Duffie (1992). In

Figure 12 the structures of a binomial branch model, a two period binomial model and

a recombinant two period binomial model are displayed.
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Figure 12: Examples of binomial models.

Here the p’s are the probabilities of the price to going up by some prespecified

percentage u and 1− p is the probability of the price going down by some prespecified

percentage d. So the probability of ending up with the price cuu in the two period

model is p1p3, since there is one path and the probabilities of the edges are p1 and p3.

Furthermore, the value of the stock after two ups is u1u3c. In the recombinant tree

the probability of ending up with the price cud is 2p(1− p) since there are two possible

ways of getting cud. If the number of periods tends to infinity it can be shown that a

binomial model converges to the Black-Scholes model.

4.1.3 Stochastic volatility models

Stochastic volatility models can be either discrete or continuous. But both the discrete

and the continuous models share the common feature that the variance of the distribu-

tion of the log returns is unobserved and specified by some stochastic process. These

types of models could also appropriately be referred to as “parameter driven” models in

contrast to the ARCH models which are “observation driven” (See Cox (1981) for the

definition of this terminology). What we consider to be a stochastic volatility model is

a model of the type

yt = εtf(σt).

Here the εt’s are independent identically distributed normal and independent of the

positive process σt. Furthermore, σt is unobserved and f some function such that
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f(σt) > 0. The most well–known discrete time stochastic volatility model is the log–

normal stochastic volatility model by Taylor (1986) which is given by

yt = εt exp(σt/2)

and

σt = α0 + α1σt−1 + ηt,

where the ηt’s are independent identically distributed normal random variables. Re-

cently more elaborate stochastic volatility models have been proposed. Among these

are the models by Barndorff-Nielsen (1997) and Barndorff-Nielsen (1998), who use nor-

mal inverse Gaussian distributions as building blocks. These types of distributions are

discussed later in the sections about Lévy and diffusion models. Stochastic volatility

models also exist in diffusion process formulations. Here the most famous is the one

by Hull and White (1987a) where



dSt = µStdt+ σtStdW

(1)
t ,

dσt = βσt(θ − σt)dt+ γσtdW
(2)
t ,

Cov(W
(1)
t ,W

(2)
t ) = d.

For examples of other specifications of stochastic volatility models of diffusion type

and further discussion see; Hull and White (1988), Stein and Stein (1991), Ball (1991)

and Ball and Roma (1994). For an exhaustive survey of stochastic volatility models see

Ghysels, Harvey, and Renault (1996). For problems related to the pricing in stochastic

volatility models, see Section 5.

The problem of using the stochastic volatility models is that they are incomplete

since it is not possible to observe the volatility process σt. Incompleteness3 will be

discussed later in relation to Lévy models in Section 4.2.2. Lévy models can themselves

be seen as stochastic volatility models.

4.2 Continuous time models

In continuous time models the models are described by stochastic differential equations

in contrast to the stochastic difference equations employed in the discrete time models.

3It can be shown that a stochastic volatility model can be completed by observing the prices of
European options. See Romano and Touzi (1993).
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As mentioned above you could roughly state that discrete time models belong to econo-

metrics and that continuous time models belong to mathematical finance. As correctly

noted by Nelson (1990): “Relatively little work has been done on the relation between

the continuous time nonlinear stochastic differential systems, used in so much of the

theoretical literature, and the ARCH stochastic difference equation systems, favored

by empiricists. Indeed, the two literatures have developed quite independently, with

little attempt to reconcile the discrete and continuous models”.

It is beyond the scope of this paper to attempt this reconciliation, but one should

note that from a theoretical statistical point of view there are interesting things to be

found in both worlds.

4.2.1 The Black and Scholes model and option pricing formula

The most celebrated of all models used in finance is probably the Black & Scholes

model, suggested in Black and Scholes (1973). In the Black & Scholes model the stock

simply follows a geometric Brownian motion, i.e.,

St = µStdt+ σStdWt,

which implies that log returns log(St/St−1) are normally distributed with mean µ− 1
2
σ2

and variance σ2. The reason for the success of the Black & Scholes is not to be found

in its statistical properties, as is clear from the preceding text (e.g. no fat tails), but

because in this model it is easy to give closed form expressions for the prices of derivative

assets such as European options. A European call option is an asset which gives the

buyer the right, but not the obligation, to purchase the stock St at a prenegotiated

price K at time of maturity T . In mathematics the value of the European call option,

at time of maturity, is given by

max(0, ST −K).

The price of this derivative is given by the Black and Scholes option pricing formula

which is

C(T,K) = S0Φ(d) −Ke−rTΦ(d− σ
√
T )

where

d =
log(S0/K) + (r + σ2/2)T

σ
√
T
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and Φ denotes the standard normal distribution.

4.2.2 Lévy type models

Before and after Black and Scholes (1973) several people have worked on models

which focus on the distribution of log returns. Mandelbrot (1963) explained the non–

normality of log returns by stable laws for which the variance does not exist. This was

built on the idea that returns are independent and that the stable laws are the only

possible limit laws for properly normed sums of independent and identically distributed

random variables. As can be seen from the above discussion of stylized features such

a statement is now strongly disputed, especially the independence claim.

However, several other models have been proposed, which also build on independent

increments of the returns. Praetz (1972) presents a scaled t–distribution and this

distribution is shown to give a good fit to weekly observations from the Sydney Stock

Exchange for the period 1958–1966, a total of 462 observations. This type of model

can also be viewed as a subordinate normal model, where the conditional distribution

y|σ2 is a normal distribution and σ2 is an inverted gamma type of distribution.

In Praetz (1972) a possible explanation of the stochastic σ2 is said to be the change

in activity over the years, however, it is not justified by any statistical test. Clark

(1973) suggests another subordinated model for weekly returns. Here the process used

for subordination was not only an extra stochastic element. The extra stochatisity

was used as a model for trading volume. The model was chosen in this way based

on examination of the relationship between the trading volume and the changes in

variance. The suggested model implies normal–log–normally distributed returns, i.e.

the variance is modelled as a stochastic variable which is log–normally distributed.

Epps and Epps (1976) again discuss a mixture distribution for the log returns and

support Clark (1973) in the finding that the log price depends on the trading volume.

However, they suggest a different functional relation between log price and trading

volume.

Lately, other subordinate models have been suggested. Many of the suggested mod-

els fall in the class of generalized hyperbolic Lévy models. These models are charac-

terized by independent increments which belong to the class of generalized hyperbolic

distributions. This class of distributions can be described as normal variance–mean
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mixtures where the mixing distribution is a generalized inverse Gaussian distribution,

i.e.,

H(x;λ, α, β, µ, δ) = N(µ + βz, z)
∧
z

GIG(λ, δ2, α2 − β2),

where H denotes the generalized hyperbolic distribution, N denotes the normal distri-

bution and GIG is the generalized inverse Gaussian distribution. The density function

of the GIG is given by,

gig(z;λ, χ, ψ) =

(
ψ
χ

)λ
2

2Kλ

(√
χψ
)zλ−1 exp

(
1

2

(
χz−1 + ψz

))
, z > 0,

and the domain of variation of (λ, χ, ψ) is given by

χ ≥ 0 ψ > 0 if λ > 0,
χ > 0 ψ > 0 if λ = 0,
χ > 0 ψ ≥ 0 if λ < 0.

When χ = 0 or ψ = 0 the density is found as the limit. For λ > 0 and χ = 0 we

get a gamma density. For λ = −1/2 the GIG(λ, χ, ψ) is the inverse Gaussian density

IG(χ, ψ), which can be given a probabilistic interpretation as the first hitting time to

the level
√
χ of a Brownian motion with drift

√
ψ and diffusion coefficient 1.

The previously mentioned model by Praetz (1972) belongs to this class of models

since the inverted gamma distribution is a GIG distribution with parameters (λ, χ, 0).

In Madan and Seneta (1990), Madan and Milne (1991) and Madan and Chang (1996)

the variance gamma (V.G.) model, which is a normal gamma Lévy process, is studied

as a model for share market returns. Here the distribution of the log returns is a

mixture of a normal and a gamma distribution.

In Eberlein and Keller (1995) the hyperbolic Lévy model is proposed as a model

for German stock prices and it is shown to give an extremely good fit. The hyperbolic

distribution is the special case of the generalized hyperbolic distributions where λ = 1.

Furthermore, the model is used to price options. Option pricing in models based on

Lévy models is discussed in Section 5.

In Barndorff-Nielsen (1995) and Barndorff-Nielsen (1998) the normal inverse Gaus-

sian Lévy model is suggested, and in Rydberg (1997a) it is shown to perform well in

modelling German stock prices.
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4.2.3 Diffusion type models

Several different diffusion models have been formulated. One of the features often

incorporated in these models is a mean–reverting effect. Support for a mean–reverting

effect is found if the first lagged autocorrelation is positive and the second negative

and of comparable size. A way of incorporating this effect is by choosing the stochastic

differential equation to be of the form

dSt = α(x− St)dt+ σ(St)dWt,

where W is a Wiener process and σ is some sufficiently well–behaved function of St.

The above form is used in the Cox–Ingersoll–Ross model (Cox, Ingersoll, and Ross

(1985)) for interest rates where σ(x) is of the form c
√
x. However, the attempt to

incorporate statistical features in the models are limited, one of the reasons is perhaps

that the goal is to price derivative assets and this becomes rather complicated as soon

as we leave the Black & Scholes framework (see Section 5).

One of the few early attempts to create a more elaborate model is by Cox (1975)

and Cox and Ross (1976), who suggests the “constant elasticity of variance” diffusion

model. This model is based on the empirical finding that the variance of stocks tends to

decrease when the stock price increases (e.g. see Black (1976)). This effect is referred to

as leverage (see the preceding section about ARCH models). The model incorporates

this fact by letting the volatility be a function of the stock price in the following way

dSt = µStdt+ σS
γ
2
t dWt.

Again W is a Wiener process and γ < 2. For this particular diffusion Cox (1975) also

developed an option pricing formula. This formula is, however, rather complicated

compared to the Black and Scholes formula (see Section 4.2.1).

Some of the later diffusion type models have, in spite of the problems of pricing,

tried to incorporate some of the statistical aspects of financial data. Among these are

the hyperbolic diffusion model proposed for Danish stock prices in Bibby and Sørensen

(1997) and the generalized hyperbolic diffusion models, proposed in Rydberg (1999).

In Rydberg (1999) one of the models is the normal inverse Gaussian diffusion model

which is used to model American stock prices. The generalized hyperbolic diffusion
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models again use the generalized hyperbolic distributions as building blocks like the

generalized hyperbolic Lévy processes discussed in Section 4.2.2.

However, the diffusion models and the Lévy models are very different in nature

since the diffusion processes are constructed in such a way that they have a stationary

distribution that is a generalized hyperbolic distribution whilst the Lévy models are by

nature highly non–stationary. Also, when it comes to pricing derivatives the models

do not have much in common. Although pricing in the diffusion models it not straight

forward, as can be seen from Rydberg (1997b), these models do not generate a whole

continuum of equivalent martingale measures like the Lévy models do.

4.2.4 Models for high frequency financial data

In almost all financial markets prices are restricted to lie on a discrete grid. For example

this is the case for stocks traded at the New York Stock Exchange which can be seen

from Figure 2. In 1995 the tick size was 1/8th of a dollar, in 1997 it changed to 1/16th

of a dollar. O’Hara (1995, Ch. 1) provides an introduction to markets and market

making on the NYSE.

The discreteness of the prices, which is enhanced at the intra–daily level, has been

the basis for a very recent line of research which is concerned with the timing of the

actual trades and the movements of the price at trades. When studying the stock

prices at this ultra high frequency is becomes apparent that it is important to model

the duration between trades as well as price moves.

Engle and Russell (1998) develope the Autoregressive Conditional Duration (ACD)

model was suggested. The specific model suggested that the duration between events

follow a process of the following type:

ψi = ω + αxi−1 + βψi−1 for α, β ≥ 0, ω > 0, ∀i, i = 1, . . . , N

Note that the durations are the inverse of the intensity of the Poisson process. Here xi

denotes the duration between events at time ti−1 and ti, i.e. xi = ti − ti−1. So in some

sense the process is discrete and the intensity with which the jumps occurs can only

change at the discrete time points. This model was based on the assumption that the

density of the standardized durations xi/ψi are independent and identically distributed
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with density

g(xi/ψi|xi−1, . . . , x1; θ) = g(xi/ψi; θ)

and

E(xi|xi−1, . . . , x1; θ) = ψi = ψ(xi−1, . . . , xi−p, ψi−1, . . . , ψi−p; θ)

This type of process has been used in the insurance literature and was previously

discussed in Wold (1948) and Wold (1949).

This approach is quite different from the one found in a recent paper by Rydberg

and Shephard (1998b) who proposed a continuous time framework for the evolution of

the prices and times. In order to model the fact that the trades occur at random time

points a compound process was suggested. Let p(t) denote the price of the asset at

time t, then allow

p(t) = p(0) +
N(t)∑
k=1

Zk, (2)

where N(t) is the number of trades recorded up until time t and Zk is the price move-

ment or change associated with the k − th trade. In Rydberg and Shephard (1998b)

N(t) is modeled as a counting process with new arrivals being generated by a Cox

process. In contrast to Engle and Russell (1998) they allowed the intensity of the Cox

process to be a continuous process.

The duration models constitute only half of the description of the price formation.

To get a description for the price process as such also the price changes at a trade

should be modelled. This is the topic of Russell and Engle (1998) and Rydberg and

Shephard (1998a).

Russell and Engle (1998) suggest modelling the price movements using a condi-

tional multinomial distribution. Their paper can be viewed as a time series extension

of a multivariate probit analysis of transaction data proposed by Hausman, Lo, and

MacKinlay (1992). But where Hausman, Lo, and MacKinlay (1992) use the probit

function as their link, Russell and Engle (1998) prefer to work with logistic functions.

In order to use the multinomial model it is necessary to assume that the price move-

ments can only exist on a fixed number of states in this case it is assumed that they live

on −2,−1, 0, 1, 2 which is the case for 98.6% of all the trades in the data set considered

in Russell and Engle (1998). Their autoregressive conditional multinomial models are
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shown to give a very good description of the price changes and it is easy to extend to

include many types of explanatory variables.

The approach in Rydberg and Shephard (1998a) is somewhat different in that they

use a decomposition technique which enables them to specifically model the activity,

the direction and the size of a given trade. If Zk denotes the k − th trade then the

decomposition can be written as

Zk = AkDkSk.

Where Ak take on only two values: 0, 1. If Ak = 0 then Dk = Sk = 0. Otherwise, when

Ak = 1, Dk and Sk live on the structure:

Dk = −1, 1 and Sk = 1, 2, . . .

Thus if Ak is zero then Zk must be zero. This means the price does not move or,

in other words, is In-Active. If Ak = 1 then there are Active price movements. The

non–zero price movement must be Zk = DkSk. Likewise, if we assume Ak = 1, then

Dk controls the Direction of the price move. If Dk = 1 the price moves upwards, else

it moves downwards. Finally, Sk controls the Size of price movements.

Hasbrouck (1996) introduced a dynamic model for the evolution of quotes of bid

and ask prices. Here continuous models are suggested as models for, respectively, the

theoretical efficient price in the market, the ask and bid costs. Hasbrouck proposes a

model where the bid price is the underlying theoretical efficient price minus the bid

costs rounded down to the closest tick whilst the ask price is the underlying theoretical

efficient price plus the ask costs rounded up to the closest tick. Related papers include

Bollerslev and Melvin (1994) and Harris (1994). Manrique and Shephard (1997) have

studied the implied econometrics of this type of model.

The Hasbrouck (1996) bid/ask model is not immediately applicable to transaction

data, but the principle of using a continuous time model which is then truncated in some

way is potentially useful if combined (perhaps) with the Hausman, Lo, and MacKinlay

(1992) static model of clustering.

There are several market microstructure questions that can be answered by the

models described above. One of the goals in modelling the intra–daily data is to gain

insight into how different types of trades affect the long term price levels (here long

28



term should be understood in terms of number of trades). Forecasts can be calculated

on the basis on both the model developed in Russell and Engle (1998) and Rydberg and

Shephard (1998a). Furthermore, given the structures of the models it is easy to include

explanatory variables which make it possible to test for the effects of, e.g. volume and

seasonal effects. Questions about how activity in the market affects the price can also

be answered.

5 Pricing and hedging

The Black and Scholes formula for the pricing of options, where the underlying asset

is modelled by the geometric Brownian motion, gives a closed form solution to the

pricing problem. This is only possible because of the simple structure of the geometric

Brownian motion. More generally fair prices of a derivative assets such as a European

or American call option, may be calculated as the mean value of the discounted payoff

function of the derivative, under the unique equivalent martingale measure provided

that this measure does in fact exist. Existence and uniqueness hold in particular for

the Black–Scholes model as was seen previously.

In other, perhaps more realistic, diffusion models such as the hyperbolic diffusion

model proposed by Bibby and Sørensen (1997) or the normal inverse Gaussian diffusion

model proposed by Rydberg (1999), it may be difficult or perhaps even impossible

to show existence by standard conditions such as the sufficient, but not necessary,

conditions proposed by Novikov and Kazamaki. The Novikov and Kazamaki conditions

are discussed, for instance in Revuz and Yor (1994, Ch VIII). However, even if this

unique equivalent martingale measure does in fact exist, the price will in most instances

have to be calculated based on a numerical procedure. We will briefly go through

some of the mathematics, in the continuous SDE case, as this might be helpful for

understanding the problem.

Let σ and b be Borel–measurable functions [0, T ] × I 7→ I, I = (l, r) ⊆ R. Assume

that X is a solution of the SDE given by

dXt = b(t, Xt)dt+ σ(t, Xt)dWt, X0 = x,

where Wt is a Wiener process defined on a probability space (Ω,F , P ) equipped with
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the filtration {Ft}0≤t≤T . For simplicity let Ft be the natural filtration generated by

Xt.

Let (Y,W ∗) (W ∗ is a P ∗–Wiener process) be a solution to the SDE

dYt = σ(t, Yt)dW
∗
t , Y0 = y. (3)

The Girsanov theorem implies that the two laws P and P ∗ are equivalent on [0, T ]

if the process given by

Nt = exp

(
−1

2

∫ t

0

b2(s,Xs)

σ2(s,Xs)
ds−

∫ t

0

b(s,Xs)

σ(s,Xs)
dWs

)
,

The financial market described by the discounted price processX which is a solution

to a SDE of the above form, is complete (see Hansen (1995)) if: The self financing

trading strategies4 are well defined and the contingent claim H , H ∈ FT , H > 0, such

that EP [NTH ] <∞, is attainable at the fair price given by

π(H) = EP [NTH ] .

If the unique equivalent martingale measure, P ∗, exists then

π(H) = EP [NTH ] = EP ∗
[H ] ,

is the arbitrage free price.

The situation for diffusion models is simpler than for Lévy models since diffusion

models only allow for one candidate for the riskless equivalent martingale measure,

while some Lévy models might allow for a continuum of measures. Due to the dis-

continuities of the Lévy processes, excluding the Wiener process, a unique equivalent

martingale measure does not exist, there may in fact, be a whole continuum of such

measures if the Lévy measure is continuous.

This is the case for generalized hyperbolic Lévy processes in general and in particu-

lar the hyperbolic Lévy process. In Eberlein and Keller (1995) this problem is overcome

by using exponential tilting, also called the Esscher transform, to distinguish a partic-

ular measure. However, it is not clear whether this approach is the right one, i.e. finds

the correct measure, seen from an economists point of view. Here it should be noted

4A trading strategy is self financing if no other capital is supplied than the initial.
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that finding the right probability measure is important since it can be shown, see Eber-

lein and Jacod (1997), that the arbitrage free5 option prices calculated by use of the

riskless equivalent martingale measures6 fill the whole interval
(
(S0 − e−rTK)+, S0

)
.

In Rydberg (1997a) a way to overcome the problem of finding unique prices is also

put forward. The method is based on a discretized version of the continuous Lévy

measure, which delimits the number of possible probability measures from infinity to

a finite number n, such that hedging and pricing is possible if n+ 1 assets are traded.

Bladt and Rydberg (1998) take an alternative approach. Here the pricing is carried

out under the physical measure, whereby one unique measure is chosen. Perhaps

due to the incompleteness of the Lévy models they are not the most favored types of

models when it comes to pricing options even though they might give a good statistical

description of the price changes (quite often they would lack correlation structure).

Alternative approaches on how to price options, but based on stochastic volatility

models, can be found in Hull and White (1987b), Heston (1993) and Chernov and Ghy-

sels (1998). From a statisticians point of view these works are much more interesting

as they are based on a models which are developed to describe the financial data and

not only models where pricing is possible.

Option pricing based on ARCH-type models is complicated by their discrete nature,

which causes them to be incomplete. However, based on, for instance, equilibrium

arguments it is possible to overcome the incompleteness and deduce a pricing formula.

This has been studied in e.g. Duan (1995) and Kallsen and Taqqu (1998).

The problem of pricing options is not the only issue. Maybe even more important is

the hedging problem. To hedge a position means to secure it against the risk of market

movements. In simple models such as the Black and Scholes model this can be solved

exactly and the exact replicating7 strategy can be calculated. Again, as soon as we

move away from simple models the problem becomes more difficult and is somewhat

unsolved.

For both the pricing and the hedging problem it seems that new thinking is needed.

5A price is arbitrage free if it is based on an arbitrage free market. That a market is arbitrage free
means that that there is no way of making riskless profits.

6The existence of at least one riskless equivalent martingale measures implies no–arbitrage. The
other way around is not as straight forward.

7To replicate a payoff is to generate the same payoff by holding a portfolio of bonds and stocks.
For the interested reader we refeer to Baxter and Rennie (1996).
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Even though we have mentioned some attempts they are by no means exhaustive. For

a very mathematical approach to the problem Delbaen and Schachermayer (1994) is

a good source. Whilst Chernov and Ghysels (1998) provide a statistically oriented

approach and include many references to related work.

6 Conclusion

This paper has dealt with problems in the area of interplay between statistics and

financial econometrics. It has described most of the features that characterize financial

data. The aim has been to give an idea why building good models is a difficult project

and takes great statistical skills. Hopefully it has also transpired why it is important

to have good statistical models. Just to recapture the main reasons: mispricing of

derivatives: hedge strategies concerned with holding a certain portfolio which is based

on a misspecified model will not uncover the all the risk involved: measures and other

economic questions could be given the wrong answers. Furthermore, being able to

hedge and asses risk, is not only of interest to a small elite of financial speculators: it

is of interest indirectly to almost everyone via pension schemes.

Some of the complications in applying the more sophisticated models are outlined.

They include problems related to incompleteness and arbitrage. In order to resolve such

problems an interaction between the fields of econometrics and mathematical finance

will be beneficiary.
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Résumé

Le but de cet exposé et d’essayer de comprendre pourquoi les données financières sont

interessantes du point de vue de la statistique. J’essaierai en particulier de décrire ce

que l’on cherche à modéliser et je présenterai certains des modèles les plus populaires

ainsi que des modèles nouveaux. Pour faciliter la discussion, on analysera plusieurs

ensembles de données. C’est pourquoi le nombre de graphiques sera important et le

nombre de formules modéré. En particulier, on discuter en détail les données contenant

tous les échanges américains sur les stocks IBM en 1995 au NYSE.
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